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Abstract—To prolong the lifetime of energy constrained
devices in Internet of Things, devices can harvest wireless
energy from the control signal multicast from the access point.
Unfortunately, hampered by the path-loss, the efficiency of such
multicast wirelessly powered network is low. While large-scale
antennas at access point can be used to improve the efficiency,
the beamforming design problem in multicast wirelessly powered
network is known to be NP-hard, and the traditional difference
of convex programming becomes prohibitively time consuming
in large-scale settings. On the other extreme, by using the
assumption of infinite number of antennas and applying the
law of large numbers, simple beamforming solution is possible.
However, when applied to scenarios with finite number of
antennas, the performance of such asymptotic solution is far
from that of difference of convex programming. To resolve this
apparent complexity-performance dilemma, this paper develops
an algorithm which reduces the computation time by orders
of magnitude, while still guaranteeing the same performance
compared with the difference of convex programming. In par-
ticular, the proposed algorithm consists of two fast-convergent
iterative procedures and is guaranteed to obtain a Karush—-Kuhn—-
Tucker solution. Furthermore, in each iteration, the algorithm
only requires the computation of inner products between channel
vectors and can be run in parallel for all the users. Thus,
the complexity scales linearly with the number of antennas at
access point. Finally, numerical results validate the performance
and the speed of the proposed scheme.

Index Terms— Wirelessly powered communication network
(WPCN), large-scale, first-order method, homogeneous quadrat-
ically constrained quadratic programming (QCQP), nonlinear
energy harvesting model.

I. INTRODUCTION

Y 2020, the number of inter-connected Internet of Things
(IoT) devices is expected to exceed 20 billion [1],
and collecting information from these massive IoT devices
becomes a fundamental task. Unfortunately, with limited sizes,
IoT devices such as sensors and tags are usually energy

Manuscript received October 9, 2017; revised January 4, 2018 and
February 28, 2018; accepted March 5, 2018. Date of publication
March 22, 2018; date of current version June 8, 2018. This work was
supported by the National Natural Science Foundation of China under
Grant 61671488. The associate editor coordinating the review of this paper
and approving it for publication was X. Zhou.

S. Wang and Y.-C. Wu are with the Department of Electrical and
Electronic Engineering, The University of Hong Kong, Hong Kong (e-mail:
swang @eee.hku.hk; ycwu@eee.hku.hk).

M. Xia is with the School of Electronics and Information Tech-
nology, Sun Yat-sen University, Guangzhou 510006, China (e-mail:
xiamingh @mail.sysu.edu.cn).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TWC.2018.2816062

constrained [2]. As the access point needs to coordinate the
massive IoT devices by multicasting control signals [3]-[6],
these signals provide opportunities for IoT devices to harvest
energy [7]-[11], and the harvested energy can prolong the
lifetimes of IoT devices and also benefit the information
collection procedure [12]-[21]. As a consequence, multicast
wirelessly powered communication network (WPCN) is very
promising for IoT applications.

Currently, the biggest challenge in multicast WPCNS is the
high propagation path-loss during energy transmission [12].
To mitigate the path-loss, a viable solution is to employ
beamforming with large-scale antennas at the access
point [22]-[25]. But unfortunately, the beamforming design
problem in multicast WPCNs is NP-hard (i.e., the optimal
solution cannot be found in polynomial time), and a common
approach is to apply difference of convex (DC) program-
ming [27]-[32]. However, since DC programming requires the
computation of the inverse of Hessian matrices, DC program-
ming becomes extremely time consuming and cannot be used
in practice if the number of antennas is in the range of hun-
dreds or more. On the other hand, existing methods assuming
infinite number of antennas and exploiting the law of large
numbers could lead to simple beamforming designs [23]-[25].
Nonetheless, such beamforming designs [23]-[25] suffer from
significant performance loss compared to DC programming
when applied in scenarios with large but finite number of
antennas.

This paper proposes a method that reduces the computation
time by orders of magnitude compared to DC programming
while still guaranteeing the same performance. In particular,
the beamforming design problem in multicast WPCNSs is first
transformed into a two-stage optimization problem, represent-
ing the uplink and downlink problems, respectively. While the
uplink problem is a challenging multi-objective problem that
usually has multiple Pareto solutions, it is shown in this paper
that there exists a unique Parato solution and this solution
can be obtained by simply computing a series of conjugate
gradients (CG), with the iteration number of the proposed
CG method no larger than the number of users. Based on the
obtained solution of the uplink problem, the downlink problem
can be transformed into a large-scale homogeneous quadrat-
ically constrained quadratic programming (QCQP) problem.
By applying an accelerated first-order method to this problem,
an iterative algorithm is proposed and it is proved to converge
to a Karush-Kuhn-Tucker (KKT) solution, which is the best
solution one can obtain in polynomial time for homogeneous
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Fig. 1. System model of multicast wirelessly powered network.

QCQP problems. Furthermore, the iteration complexity of the
proposed accelerated first-order method is proved to touch the
lower bound derived for any first-order method. Therefore,
the proposed method is among the fastest algorithms for
solving large-scale homogeneous QCQP problems. Since both
procedures for solving the uplink and downlink problems only
require the computation of inner products between channel
vectors, the total computational complexity for solving the
two-stage problem is linear in terms of the number of antennas
at access point. With the proposed algorithms for uplink
and downlink problems capable of running in parallel for
all the users, its computation time can be further reduced in
practice. Finally, numerical results validate the low-complexity
nature of the proposed method, and show that the optimization
performance of the proposed scheme is equivalent to that of
DC programming.

The rest of the paper is organized as follows. In Section II,
system model is described and the problem is formulated.
In Section III, the problem is solved via a first-order method,
and the proposed method is proved to converge to a KKT
solution with very low complexity. Connection of the proposed
method to the design of hybrid beamformer and time allocation
is given in Section IV. Simulation results are presented in
Section V, and finally conclusions are drawn in Section VI.

Notation: Ttalic letters, small bold letters, and capital bold
letters represent scalars, vectors, and matrices, respectively.
The operators Tr(-), ()7, (), Rank(-), (-)~! take the trace,
transpose, Hermitian, rank, and inverse of a matrix, respec-
tively. The operator [z]* = max(z,0). Symbol I repre-
sents the N x N identity matrix. Finally, E(-) represents the
expectation of a random variable, and exp(-) represents the
exponential function of a scalar.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model

In this paper, we consider a multi-user network consisting
of an access point with N antennas, and K single-antenna
users. As shown in Fig. 1, the access point intends to multicast
common information to KX users, and the K users intend to
send individual information to the access point. The transmis-
sion therefore involves two phases, i.e., downlink multicasting
phase and uplink multiple access phase. Below, we give the
details of each transmission phase.

In the first downlink phase, the access point multicasts
a signal s with E[|s|?] = 1 to all the users through the
transmit beamforming vector v.€ CN*! with power ||v||%.

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 17, NO. 6, JUNE 2018

Accordingly, the received signal r;, € C at the user k is
e = gl vs+ny, where g € C*¥ is the downlink channel
vector from the access point to the kM user, and n, € C
is the Gaussian noise at the k'"' user with power o2. The
received signal 7 is further split into two branches, one for
the information decoder and the other for the energy harvester.

At the information decoder side, the signal is given by 7, =
VBrgHvs + /Benk + 21, where 3 € [0,1] is the splitting
factor, and z; € C is Gaussian noise introduced by the power
splitter, with E[|z1|?] = o2. Based on the expression of 7y,
the downlink signal to interference plus noise ratio (SINR) of
the kM user is

_ Brlgi v

DL
k= 2 2"
Bro2 + o2

ey
On the other hand, at the energy harvester of user &, the input
power can be expressed as (1 — 3 )E[|rx|?]. Based on the
expression of r, the input power can be further expressed
as (1 — Bk)|gdv|?, provided that the noise power o2 is
negligible compared to the signal power of gvs. Accord-
ingly, the harvested power is denoted by T ((1 —Bi)lgl v|2) ,
where T is the function representing the energy conversion
process [33]-[38]. While there are many possible ways to
model T, we adopt a recent non-linear model [39], [40]:

me 1 - P
() - [ T (Lrenrri )

+
[exp(—TPO +v) \1+exp(—7Py + 1) B ) ] ’
(2)

where the parameter P, denotes the harvester’s sensitivity
threshold and P,y refers to the maximum harvested power
when the energy harvesting circuit is saturated [39]. The
parameters 7 and v are used to capture the nonlinear dynamics
of energy harvesting circuits.

In the second uplink phase, all the users transmit data
symbols to the access point simultaneously via spatial division
multiple access (SDMA), with the k' user symbol being
2 € C with E[|zx|?] = 1 and the user transmit power
being gi.. The received signal y € CV*! at the access point is
given by y = Z§=1 hy\/qrzr +m, where hy, € CN*1 s the
uplink channel vector, and m € CN*1 is the Gaussian noise
at access point with Elmm®| = 021 . In order to detect the
signal of user k& while limiting the array processing complexity,
a linear receive beamforming vector w¥ € C1*¥ is applied
to y, and we can express the uplink SINR of the k*" user as

TVl = g [ Wi b |* . 3)
S Wi+ 2w

Remark 1: Since the antenna number is large, the downlink
channels can be estimated via channel reciprocity. Notice
that the wirelessly powered system considered in this paper
can be employed in scenarios beyond traditional cellular
networks. For example, the wirelessly powered system could
be employed in IoT and millimeter wave networks, where the
pilot contamination effect can be safely ignored. In particular,
in IoT networks, since the coverage of the access point is small
[41, Table III], the access points are sparsely distributed and
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Fig. 2. (a) Comparison between the Powercast data and the nonlinear energy
harvesting model. The parameters in the model are given by 7 = 274,
v = 0.29, Pmax = 0.004927 W and Py = 0.000064 W. (b) Comparison
between the Avago HSMS-286x data and the nonlinear energy harvesting
model. The parameters in the model are given as follows. (i) V4, = 3V:
7 = 411,v = 2.2, Pnax = 0.0082 W and Py = 0.00008 W;
@) Voo = 7V 1 = 116,vr = 2.3,Pmax = 0.0375 W and
Py = 0.00008 W; (iii) Vi, = 12V: 7 =47, v = 2.4, Pmax = 0.11 W and
Py = 0.00008 W.

the inter-cell interference is weak. On the other hand, in mil-
limeter wave networks, since broadband frequency spectrum is
used, such systems would be operated in noise limited regime
according to the measurements in [42, Fig. 1]. In both cases,
the pilot contamination effect is not the utmost issue.

Remark 2: To ensure that the model in (2) can adequately
represent the energy conversion process, based on least squares
criterion, we fit the model to the experimental data from the
Powercast energy harvester P2110 [36] at 915 MHz with
transmitter-receiver distance ranging from 1 m to 15 m. The
output power versus input power is shown in Fig. 2a. It can be
observed that with the choice of 7 = 274, v = 0.29, Ppax =
0.004927 W and Py = 0.000064 W, the non-linear energy
harvesting model in (2) matches the experimental data very
well. To further demonstrate the versatility of the model,
we also fit the model to the experimental data of Avago
HSMS-286x diode, which is obtained from [37, Fig. 6b]. It can
be observed from Fig. 2b that the non-linear energy harvesting
model in (2) matches the data of this circuit very well for all
values of breakdown voltage V4,,.

Remark 3: While time division multiple access (TDMA)
may outperform SDMA if there are no local powers at
the users [18], the result cannot be directly applied to the
case when users have local powers. Moreover, SDMA is an
appealing technology for delay sensitive applications and for
user fairness provisioning, since SDMA is a simultaneous
transmission scheme [18]. As a result, it is important to
study SDMA for wirelessly powered networks. Notice that
even under the TDMA scheme, the proposed Algorithm 2 in
Section III-B can still be applied to design the downlink energy
beamformer.

B. Problem Formulation

In the considered network, the design variables that can
be controlled are the transmit-receive beamformers {v, wy},
users’ transmit powers {qr}, and users’ power splitting
ratios {fx}. Since a fundamental quality of service (QoS)
requirement in a communication system is the guaranteed
SINR [43], [44], our aim is to provide reliable communication
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for all the users at their requested SINR targets, with the uplink
and downlink SINR requirements for the &' user denoted by
oy, and 6y, respectively. On the other hand, since the uplink
SINR I'PY in (3) depends on the user transmit power g,
which in part was harvested from the downlink wireless signal,
we must have %T((l — ﬁk)|ngv|2) + Ej > 1qi + pe, where
E} is the local power per symbol-time available at the k"
user in duration 7', and p,. is the circuit power consumption
per symbol-time at user terminals (the coefficient 1/2 is due
to the two phases of transmission with equal duration).

Having the QoS and energy harvesting requirements satis-
fied, it is crucial to minimize the total transmit power at access
point and users' because saving power translates to cost reduc-
tion and environmental benefits. As a result, by accounting for
all the factors mentioned above, an optimization problem can
be formulated as:

K
P1: min v||? + dk
{v,wi,qr,0r} || || kz:;

st alwi el = an (Y alwfhuf? + o2 jwil[2),

1#£k
Vk=1,....K
Brlgi v|? 29k(ﬁk03+af), Ve=1,...,K
1 0o 1
5 - > —qk
3T ((= Il V) + Bi > Sax + 1.
Vk=1,....K

qr >0, B €[0,1], Vk=1,...,K,

where the first and second constraints are the uplink and down-
link SINR QoS requirements, respectively. Unfortunately,
problem P1 is non-convex due the coupled terms of {qj, wy}
and {0k, v}, as well as the nonlinear function Y. In fact,
P1 is NP-hard in general since its special case of {ay = 0}
is NP-hard according to [3, Claim 1].

Remark 4: Since a large number of antennas at the access
point may incur significant antenna circuit power consump-
tion [26], it is also interesting to consider the energy effi-
ciency maximization problem at access point. In such a case,
the objective of P1 becomes

K ax|wi hg|?
lo 1 b .
Zk:l g2 + Zl#k qz|W,€{hl|z+Ug||Wk||z
max 2 )
[[v]]? + Po

where P, is the antenna circuit power consumption at access
point. By using the Dinkelbach method [26], the above frac-
tional objective function can be transformed into a subtractive
form, and the resultant problem can be solved using a similar
approach to that of P1.

III. PROPOSED FIRST-ORDER METHOD FOR P1

To resolve the non-convexity, a traditional way is to refor-
mulate P1 into a DC programming problem (by introducing
substitution variables y, = é to replace qr) [27]-[31].

However, DC programming needs to solve a convex quadratic
problem in each iteration, and each problem has at least

The user transmit powers are minimized to save energy for the battery.
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KN + N + 2K variables and K? second-order cone (SOC)
constraints of dimension 2. Therefore, DC programming
requires a complexity of O(K*N3) in each iteration [45], and
such a method would be extremely slow when N is large.
To overcome the drawback of DC programming, a fast first-
order method is presented below.

To provide a fast algorithm for solving P1, the first step is
to decompose the problem P1 into smaller pieces. To achieve
this goal, it is first observed from the third constraint that
smaller (¢1,...,qx) loosens the constraints on v since Y is
a monotonically increasing function. As smaller (g1, ..., qK)
also helps in reducing the objective value, the optimal
(g1, --.,q}) must therefore be within the set Q, which is
the Pareto optimal set for the following multi-objective uplink
problem

U: min
{br>0,wy }

{(bl,...,bK) s by |wiH hy |2
> ag Zbl|w,€lhl|2+ag||wk||2 , VE=1,.. .,K}.
£k
By defining the feasible set of problem U as ), Q can be
expressed as

Q= {(bl,...,b[{)Gyi/ﬂ(l’l,...,IEK)Gy
with (xl,...,xK) < (bl,...,bK)},

where < represents “Pareto dominate” (for minimization prob-

lems) [46]. Based on the above observation, the feasible set

of (¢1,...,qK) can be restricted into the Pareto set Q and P1

can be equivalently transformed into the following problem:
P2: min

K
2
v||© +
{v.,Br€[0,1],qx } || || kz::lqk
s.t. Brlglv)? > 6, (ﬂkai + 03)7 vk
1 1
51r((1 _ Bk)|ngv|2) + B > Gax+ pe, VK

(ql,...,qK) € Q.

By inspection, the problems U and P2 appears to be
inseperable. This is because the uplink problem U is
a multi-objective problem, which may have many Pareto
solutions [46]. Since different Pareto solutions (of the uplink
problem) would impose different constraints on downlink
beamformer v (observing from the second constraint of P2)
and lead to different objective values of the entire problem P2,
we have to choose a solution among all the Pareto solutions
of the uplink problem such that the total power of P2 is mini-
mized. In fact, such uplink-downlink coupling is an inevitable
issue in wirelessly powered system [17]. But fortunately,
we have the following property to decouple U and P2.

Property 1: If Rank([hy,... hg]) + Z§=1 ﬁ > K,
then |Q| = 1.
Proof: If Rank([hi,... hg]) + Zfﬂﬁ > K,

we have Q # () based on [43, Th. III.1] and there must
exist some points (q17 e qK) in Q. Furthermore, according
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to the fixed point equation in [43, Appendix A], the points

(ql, R qK) in Q must satisfy the following:

o
=)
hy! ( Dtk qhhy’ + UZIN) hy,

Since the left hand side of (4) is strictly radially quasi-concave
for all k, there is at most one solution to (4) according
to [47, Corollary 1]. Therefore, |Q| = 1. |

Property 1 indicates that there exists a unique Pareto
solution for the uplink problem under certain condition. Notice
that if the access point is equipped with large number of
antennas, we must have N > K and Rank([h,,... hg]) =
K. Together with the fact that «y is the QoS requirement
of the k' user and must be positive, Rank([hy, ..., hg]) +
Zszl ﬁ > K is always satisfied, implying that the unique
solution is guaranteed. Therefore, we only need to find the
unique point in Q and put it back into P2 for subsequent
derivation.

—qr=0. “)

A. Solving the Uplink Problem

To find the unique Pareto point in Q, an outer approximation
algorithm can be adopted, which generates a sequence of lower
bounds {('ygo}, .. .,'yg), ( P], e ,'VE]), ...} to approach the
solution. As a valid lower bound, we can set (ﬁ”, e ,7}2}) =
0. Furthermore, consider the following update of {z, s} at

the n'® iteration:

1
2 = (Z%["]hlhfl +0'21N) hy, ®)
Ik
[n]y( [n+1NEHY, 2 o 2p), [0+ 12
1] Ak (El;ﬁk'yl (2" 7) "l + o]z H)
. — )

(2t Hhy |2

(6)

and the following property, which is based on the fixed-point
iteration [43], can be established.

Property 2: If Rank([hy,... hg]) + Zkl,(zl ﬁ > K,
then with 'y,[co] = 0 for all k, the sequence ’y,[cn] converges

to the unique limit point (75, ...,v%) € Q.

For the above alternating minimization (AM) pro-
cedure (5)-(6), while the first iteration is straightforward (due
to v~ = 0), the computational complexity for n > 1 is
dominated by the inverse operation of the N x NN matrix
itk Wb + 02Ty, This leads to a cubic complexity
O(K'N3) in terms of the antenna numbers [17], [44], and
thus direct implementation of (5) is not suitable for systems
with large number of antennas.

To get around the matrix inversion, we will apply the first-
order method (i.e., gradient-based method) for the implemen-
tation of (5), which has linear complexity in terms of antenna
numbers [48]. In particular, we first reformulate (5) as an
unconstrained least squares problem

(n+1] _
Zk =

argmin x' ( Z 'yl[n] hlhfl + UgIN)x — 2Re (thx) . (D
x 1#£k

=®ln](x)
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Then it can be observed from (7) that the Hessian matrix
(E#k hh + 0211\/) of ®"(x) is a sum of (K — 1)
rank-one Hermitian matrices and an identity matrix. Thus the
matrix (Z#k 'yl[n]hlhf{ + 021N2 has at most K distinct
eigenvalues, and problem (7) can be solved by the conjugate
gradient (CG) method within K iterations [48, Th. 5.4]. More
specifically, CG method is an iterative algorithm which gen-
erates a set of searching directions that are orthogonal to each

other in the Euclidean space weighted by (El 2k 'yl[n] hh/ +

0’211\/‘). By doing so, CG method is guaranteed to converge
much faster than the gradient descent method while still
maintaining a low per-iteration complexity.

In order to apply CG method to problem (7), the warm-start
initialization dy = zgvn] is used. Then the initial searching
direction can be set to cg = V@M (dy) (V := %nj(x)),
where VO (x) = (3, %" hhf + 02Iy)x — hy. At the
m™ jteration, d,,+1 and c,,11 are updated as follows [50]:

SmComs (8)
Cmi1 = VO (di1) = mcm. )

dm+1 =d,, —

In equation (8), the term &, is the line search step-size, and the
optimal step-size can be found by exact minimization, which
is given by

2
‘ Zl;&k Vl[n] hlthdm, + Ugdm - hk ‘ ‘

-
ik vl["]cghlthcm +o2cte,,

(10)

On the other hand, in equation (9), the factor n,, is a
carefully chosen coefficient such that ¢ ( D14k 'yl[n] hhf’ +

O'gIN)C]‘ = 0 holds for all ¢ # j. In order to satisfy such
orthogonal property, one possibility is to use Fletcher-Rieves
factor [50]:

9 ()P
" Ve,

2
H S W gy + 02d g — th 0
— . (1D
2
H e Wby + 02d,, — th

Following a similar proof to that of [48, Th. 5.3], we have
clt ( > ik vl["]hlth+o§IN) c; = 0 holds for all i # j. Using
the above orthogonal property and according to [48, Th. 5.1],
the sequence {do,d1, ...} is guaranteed to converge and the
converged point d® is the optimal solution of (7). More impor-
tantly, according to [48, Th. 5.4], the number of iterations for
CG method to converge must be less than or equal to K.
Based on the CG method, the entire procedure to compute
the optimal solution of the uplink problem U is summarized
in Algorithm 1.

B. Solving the Downlink Problem

By substituting the optimal solution of the uplink problem
{gw = ~y} into P2, the problem P2 is equivalently
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Algorithm 1 Computing the Optimal Solution for the Uplink
Problem U

1: Input {hy, ay}, O'g.

2: Tnitialize {7"' =0, Vk} and set n = 0.

3 Update z,) = hy /02 and v = 02 /||hy/|? for all k.

Update n = 1.

4: Repeat

5: Fork=1:K

6: Initialize dg = zgvn].

7: Initialize co = (32,7 " hihf + 021y)zg — hy.

8 Set m = 0.

9: Repeat

10: Update d,,+1 using (8).

11: Update c;,+1 using (9).

12: Set m :=m + 1.

13: Until m = K and the converged point is d°® = dg.
Set ZEZLH} =d°.

14:  End

15:  Update W,E"H] using (6) for all k.

16: Setn:=n-+1.

17: Until \/Zk('y,[ﬁ — 'y,[vn_l])Q < 1075, The converged point
is {75, z3}.

18: Output {¢; = vy, wj; =z} }.

transformed into

min ||v||2
{v.,8r€0,1]} )
st |gfv[? > 0u(02 + %), Vk=1,... K
k
Hy2s HE - yp 1 K
|gk Vl - 1_5]@7 9 ) B

where pp = TT('y;; + 2p. — 2E}) and

if > Poax
v 1 ( ltexp(—mho+v) 1)
Yiz)y={T 7 "1 + Poaxexp(—7Py 4 v)x ’
if 0 < < Puax
0, if <0

can be considered as pesudo-inverse of Y(x).

To solve the downlink problem D, we will first determine
the optimal solution of (k. In particular, if 6, = 0, then the
first constraint of D always holds. From the second constraint
of D, the feasibility set of v is maximized by using the mini-
mum value of 3, which leads to 3 = 0. On the other hand,
if 8, > 0, we need to divide the discussion into three cases,
since YT(z) is a piecewise function consisting of three cases.

(i) If ¢ + 2p. — 2E; > Puax, then py — +oo and the

problem D is infeasible.

(ii) If vy + 2p. — 2E) < 0, then py, = 0 and the second
constraint of D always holds. On the other hand, from
the first constraint of D, the feasibility set of v is max-
imized by using the maximum value of (3, which leads
to B; = 1.

If 0 <7 +2p.— 2E), < Pnax, then 8, and v would be
involved in both constraints in D. Taking the intersection

(iii)
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of the two inequalities, they can be combined as

|H|2> 9(2+J§) 23
g, v|© > max|b; (o —=

Y BT 1= B
Inside the max function of (12), the first term is a
decreasing function of (; while the second term is an
increasing function of 3. Therefore, the minimum of py,
is obtained when

12)

a2 i
O (02 + (13)
(7 ﬁk) 1— B
Solving (13) for [ leads to
N 202
B = = 5 .
ag—ag+@+ (og—ag+%) + 40202
0y 91@
(14)

Since putting pp = 0 into (14) also leads to 3; = 1,
we can combine the cases of (ii)-(iii) into one, and the solution
of 3; for the case of 8, > 0 is given by (14). Furthermore,
by putting 3; for the cases of §, = 0 and 6, > 0 into the
constraints of D and defining

Mk if Hk’ =0
Ok ([ 2, Mk
& = 5("2”“97 (15)

£k y2 + 4020 Z), if 6, >0
k

problem D becomes

D1: min ||v||2
v

st. lglv]>P > &, k=1,...,K.

Now, due to the nonconvexity of the term |g’v|?, prob-
lem D1 is generally NP-hard [3, Claim 1]. To resolve the
nonconvexity, one traditional way is to apply semidefinite
relaxation (SDR) [3], [10], which results in a semidefinite pro-
gramming (SDP) problem with K variables and one semidefi-
nite constraint of dimension N x IN. However, the SDR method
requires a complexity O (\/N(K3 + K2N? + KN3)) [48],
and could only provide a lower bound to the objective function
of DI. A slightly better way to resolve the nonconvex-
ity is applying the successive linear approximation (SLA)
method [4] to the constraints of D1. This would lead to an
iterative algorithm with the number of iterations being Mgy 4.
In each iteration, we need to solve a second order cone
programming problem with N variables and K linear con-
straints. Therefore, the SLA method requires a complexity
of O (MSL AVE(N? + 2NK)), which is still too large for
massive MIMO applications.

To overcome the drawbacks of SDR and SLA methods,
we propose an accelerated primal-dual gradient (APDG)
algorithm for D1, which is a parallel first-order algorithm
for solving large-scale homogeneous QCQP problems.
In particular, starting from a feasible point v[% (one

possibility is to choose vI¥ = \/p—o(Efil @Hggﬁ)’
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where pg = maxy %), consider the following
| S ve Ve g |
iteration of {¢y} and v:
(. et
K K )
= argmax Z)\k &k + |81 v["]| - H Z)\kgkgfv["]H ,
{Ae=0} 5 k=1
=0 ({ 1,....Ak})
(16)
K
n n+1 n
VR =S o gl v, (17)

k=1
and the following theorem (proved in Appendix) can be
established.

Theorem 1: With a feasible v%, the sequence {V[O]
vm,...} is convergent, and the converged point v° is a
Karush-Kuhn-Tucker solution of D1.

For the above iterative procedure, equations (16) and (17)
are the dual and primal updates, respectively. Interestingly,
the iteration (16)-(17) can also be interpreted as alternating
optimization, where (16) optimizes the combining coefficients
and (17) optimizes the beamforming vector.

The goal of applying Theorem 1 is to transform the non-
smooth optimization problem D1 (as the constraints of D1
can be viewed as indicator functions) into successive smooth
optimization problems (16)-(17). Such a smoothing proce-
dure is very important because the first-order methods con-
verge very slow for non-smooth problems [49]. In contrast,
since the gradients of smooth problems are Lipschitz con-
tinuous, it is possible to use the Lipschitz condition for
acceleration [50].

More specifically, observing that the objective function
in (16) is a smooth concave function, we will propose an accel-
erated projected gradient method to solve problem (16) based
on Nesterov s acceleration [50]. In partlcular startlng from
{)\k =0} | (forn > 1, a warm start of {)\ ["]}k 1 s
applied), the following accelerated projected gradlent method
can be applied to update )\["H_l] at the m®™ iteration [51], [52]:

Almr]

:H&(“’M — VA, 0 ({A, . )\K})‘

{)\k:pg”] kK=1)

(fk + gt v 2

—22Re [ [m] gkgfglngV[n]} )}+7

where HR , is the projection onto the set Ry and L is the
Lipschitz constant of the gradient V (|| S Akgrglvin| |2)

[51]. Moreover, pgﬁ]

)\Lm 1 as

(18)

is a linear combination of )\g"'] and

clm=1 _1

pid = Al A=A, a9

c[m]

and ¢[™ is a particularly tuned parameter satisfying

) _ L VI AT
2

Al =1,
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—Pp-p After acceleration

[m]
ﬂ'k

—> Before acceleration
------ >

Direction of acceleration

[m-1]
ﬂ“k

Fig. 3. [Illustration of acceleration.

The key insight of the accelerated gradient method is that
the traditional gradient method is too conservative, and we
need to add some overshoots (the quantity )\[m] )\[m_l] i
equation (19)) as shown in Fig. 3 (if we drop the quantity
v ml /\[m U then the accelerated gradient method reduces
to the gradlent method). However, we also need to guarantee
that the overshoots would not be too “confident” such that
we miss the optimal point. Therefore, we need to design
a monotonically increasing sequence {cl™}, which can be
viewed as a damping system [53], to represent how much we
trust in the overshoots. In particular, at the beginning, ¢l is
small and over-damping is used to push the solution points
forward. As ¢l becomes larger, under-damping is used to
pull the solution points back to the optimal point.

Notice that the step size 1/L in (18) is the inverse of L,
which can be computed as follows. In particular, by computing
the Hessian matrix Gl = V2<||Z,€K=1 )\kgkg,fv["]HQ),
it can be shown that the (k,1)*® element of G is
equal to 2Re [(vI") g, g g gl v["]. Then, due to G™ <
)\max(G[”])IK, where )\max(G["]) takes the largest eigen-
value of G, the Lipschitz constant of the gradient
is L = Apax(G).

With the obtained L, /\Eﬁm] computed using (18) would
converge to the optimal solution of (16) with an iteration
complexity of [50]:

o) Li(

k=1

[01) % ,
€

where )\ES])Q is the Euclidean distance between

2 k(AR =
the converged point {\}} and the initial point {/\ECO]} of (18),
L = )\max(G[”]) is the Lipchitz constant of gradients, and
€ is the target solution accuracy. This iteration complexity
is significantly smaller than that of the sub-gradient method
and the alternating direction method of multipliers (ADMM)
method.? In fact, the iteration complexity touches the lower
bound derived in [50, Th. 2.1.6] for any first-order method,
meaning that the proposed algorithm is among the lowest
complexity in the class of first-order methods.

Since solving the problem D is equivalent to solving for
{Br} using (14) and solving for v using DI, the entire

2The iteration complexity of the sub-gradient method is O(e%) [54] and
that of a standard ADMM method is O(%) [55].
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Algorithm 2 Computing a KKT Solution for the Problem D

1: Input {gy, 0%, }, 04,0, and {g; = 7 }.
2: Compute {3} } using (14) and {£;} using (15).

3: Initialize vI¥) = | /pg (Z{il \/EHggﬁ) with
&k
“K
}Zl 1V ﬁgk,ﬁé

4: Set {QDECO] =0} and n = 0.

Po =

5: Repeat

6 Initialize AV )\ = @L”] for all k. Compute |g/ v("|?
and Re[(v") " gyg ggf virl).

7 Setc”—landmzl.

8:  Repeat

9: For k=1: K

10: Update ¢l = VA )7 W

11: Update p[ m] using (19).

12: Update /\Ifer using (18).

13: Set m :=m + 1.

14: End

15. Until @ ({\l™ }k 1) el (A=K ) <10-10
and set {go["+

16:  Set vt = EK, gaEC"Jrl]gkngv[”].

17. Setn := n + 1

18: Until ‘||v ||2 [[vIn=11| 2 ‘ < 1075 and the converged
point is v°

19: Output v = v°, {0, = 5} }.

procedure for computing the solution of problem D using the
APDG algorithm is summarized in Algorithm 2.

C. Overall Algorithm and Complexity Analysis

Since the problem P1 can be decoupled into two sub-
problems according to Property 1, and each sub-problem
can be further solved by Algorithms 1 and 2, respec-
tively, the overall algorithm is to execute Algorithm 1 and
Algorithm 2 sequentially. As Algorithm 1 is based on
conjugate gradient (CG), and Algorithm 2 is based on accel-
erated primal-dual gradient (APDG), we called the overall
algorithm CG-ADPG. Furthermore, according to Property 2
and Theorem 1, the CG-APDG method is guaranteed to
converge to a KKT solution of problem P2. Since we have
shown that P1 can be equivalently transformed into P2,
the obtained solution is also a KKT solution for P1.

For complexity analysis, it can be seen from
Algorithm 1 that the computational complexity is dominated
by (8) and (9), which require O(KN) floating-point
operations. Therefore, with K iterations for the CG procedure
and K wusers for computation, the total complexity is
O(M;K3N), where M is the number of outer iterations for
Algorithm 1 to converge. On the other hand, in each iteration
of Algorithm 2 we need to first compute |gfvI™|? a
Re[(v") A g g g g vI™], which requires O(N) operatlons

for each user. After that we need to perform O (%) scalar
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TABLE I
SUMMARY OF COMPLEXITY

Scheme Complexity

CG-APDG 0 (M1K3N + My(KN + K%))

DC programming | O (M2K4N3)

AM-SDR o (MlKN3 +VN(K® + K2N? + KN3))
AM-SLA O (MiKN? + MaVE(N® 4 2NK))

operations® to update the beamforming coefficients for each
user, where e is the target solution accuracy. Therefore,

the complexity of Algorithm 2 is O (MQ(KN+Kﬁ) ,
where M, is the number of outer iterations for Algorithm 2 to
converge. Based on the complexities of Algorithms 1 and 2,
the proposed CG-APDG method requires a complexity
of O (M1K3N + My(KN + KL )). Notice that with

e = 1074, the term ﬁ = 100 would be in the same order

as N.

Based on the above complexity analysis and the com-
plexity results of DC-programming, AM, SDR, and SLA,
the complexities of the proposed methods and alternative
solutions are summarized in Table I.* It can be seen from
Table I that if N = 100 and K = 20, the proposed
CG-APDG method requires O(10°) operations (the com-
plexity is dominated by O(M;K?3N)). On the other hand,
the AM-SDR requires O(108) operations, and the AM-SLA
requires O(107) operations. This indicates that the proposed
method reduces the computational complexity by at least 90%
compared to alternative methods. Moreover, it can be seen
from (5)-(6) and (18) that the proposed algorithms for uplink
and downlink problems are capable of running in parallel for
all the users. Therefore, its computation time can be further
reduced in practice.

IV. PRACTICAL CONSIDERATIONS
A. Hybrid Beamforming

In massive MIMO systems, a common assumption is that
the RF chains are limited compared to the large number of
antennas. In such a case, a hybrid beamforming design, which
consists of an analog beamformer and a digital beamformer,
is required. There are two ways to handle the design of hybrid
beamformer (the hybrid receiver can be designed similarly).
The first one is to design a traditional beamformer v°® and
then factorize it into the multiplication of V¥ and vB5,
where VEF ¢ CN*Ner g the analog beamformer controlling
the phase shifts, Npr is the number of RF chains, and

3Before v[™l falls into the convergence region, it is not necessary to
accurately solve (16), and the inner loop can be terminated after a fixed
number of iterations [56, Sec. II-D]. As a result, the complexity of the APDG
method is dominated by the part after v[" falls into the convergence region.

In such a case, \/ L, (A} — )\LO])Q is a small constant, and the complexity

becomes O (i)
Ve
4The number of outer iterations for Algorithm 1 to converge is equal to
that for AM [43], i.e., M1 = M 4s. On the other hand, the number of outer
iterations for Algorithm 2 to converge is equal to that for DC programming
and SLA [32], i.e., M2 = Mpc = Mg a. As shown by simulations, M7
and Mo are much smaller than N.
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vBB ¢ CNrrx1 is the digital beamfomer. Mathematically,

the above factorization can be written as [57], [58]:

Rr?inBB ||V<>_VRFVBB||2
Vv vomh

st [VEF| =1, Vi j, [[VEFVEB| = [|v°]], (20)

where v° is the traditional beamformer. In this context,
the proposed algorithm represents an efficient design for v°.
Once v° is obtained, problem (20) can be solved efficiently
by alternating minimization [57], [58].

The second way to design a hybrid beamformer is to
apply a two-stage approach [59]. In particular, the first stage
designs the analog beamformer V¥’ based on beamsteering
codebooks [59] or Fourier matrix (which is asymptotically
optimal if N — oo [59]). With the result of VEF in the
first stage and by replacing v with VZFvBE in problem P1,
the second stage problem is given by

K
min |[VEEyBB |2 4 qx
{vEE wi.qk.01} ;
s.t. qk|wthk|22ak<ZQI|thl|2 + 02||Wk||2)v A
£k
5k|g,€[VRFVBB|2 > 0, (5;&3 + 0'3), Vk

1 1
ST (=0l VIVIPP) £ B = Sactpe, W
qk > 07 Bk € [Oa 1]; Vk.

It can be seen that the above problem has exactly the same
structure as P1, and we can execute the proposed algorithm
in Section III to solve this problem.

In conclusion, no matter which method to employ for hybrid
beamforming design, the proposed algorithm in Section III
constitutes an indispensable part.

B. Time Allocation

In practice, the users may not need to receive information
in the downlink phase. In such a case, users could operate
in an idle state and it is beneficial to reduce the duration of
uplink transmission. To address this problem, we can introduce
a scalar variable 0 < z < 1 to represent the proportion of
the downlink phase. Moreover, since the downlink and uplink
phases are unequal, we need to minimize the weighted average
transmit power and the problem P1 is modified as

: min
{v,Wi,qk,8k},2

K
AP+ 1 =2) Y an
k=1

qx|wi hy|?
s.t. (1 —2)logy (14
D ien Wi |2+ 02| [wi |2
>ag, Vk=1,....K
Brlgi v ~
zlo 1+—22— | >0k, Vk=1,....K
gQ( ﬁko_3+o_§ = Uk

Y((1= Bl VE) + Br = (1- 2)ay

n {z15k+(1—z)}pc, Vk=1,... K
q>0, Brel0,1], Vk=1,....K, 0<z<1.
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where a; and gk represent the uplink and downlink data-rate
targets, respectively The constant ]1~ = 1if 6 > 0 and

]l~ =0 if 9k = 0. This constant ]l~k is used to model the
1dle state during the downlink phase if users do not need to
receive signals.

It can be seen that problem Q has the same structure with
problem P1 when the variable z is fixed. Furthermore, since
z is a scalar and is bounded by 0 < z < 1, a one-dimensional
search can be applied to find the optimal z* [17], with each
iteration running Algorithm 1 and Algorithm 2 in Section III.

V. SIMULATION RESULTS AND DISCUSSIONS

This section presents simulation results to verify the per-
formance of the proposed scheme. The distance-dependent
pathloss model of the k'™ user g = oo - (‘;’g) 27 s
adopted [16], where oo = 10~ 3 dy, is the distance from
the k'™ user to the access pomt, and dyp = 1m is the
reference distance [16]. In the simulations, dy ~ U(1,10) in
meter [23], [27], where U represents the uniform distribution,
and hy, is generated according to CN(0, oxIy). Moreover, due
to channel reciprocity in time division duplex (TDD) systems,’
we have gi = hyj. The parameters in the energy harvesting
model are obtained by fitting the experimental data from the
Powercast energy harvester P2110 to the model (2), and they
are given by 7 = 274, v = 0.29, Pyhax = 0.004927 W
and Py = 0.000064 W [39]. It is assumed that noise power
02 = o2 = o2 = —40dBm (corresponding to power
spectral density —110 dBm/Hz with 10 MHz bandwidth),
which includes thermal noise, intermodulation noise, crosstalk
and impulse noise. The circuit power consumption at users
is set to p. = bHdBm; the available energy at users is
Er ~ U(2,8) in dBm; and the users’ SINR requirements
are 0 = aj = 3dB. Each point in the figures is obtained by
averaging over 100 simulation runs, with independent channels
between consecutive runs. All problem instances are solved by
Matlab R2015b on a desktop with Intel Core i15-4570 CPU at
3.2 GHz and 8GB RAM.

A. Convergence Behavior

To verify the convergence of Algorithm 1 in Section III-A,
Fig. 4 shows the transmit powers of different users versus
number of outer iterations (the number of inner iterations is
smaller than or equal to K) when K = 20 and N = 256.
To avoid too much clutter in the figure, we only plot the results
for four of the users, as the results for the other users are
similar. It can be seen that all the transmit powers converge
fast and stabilize after 3 iterations. This result verifies the
convergence property in Property 2 and also indicates that the
number of outer iterations M; for Algorithm 1 to converge is
small.

Next, in order to verify the convergence of the inner loop
(i.e., line 8 to line 15 in Algorithm 2) of the proposed APDG
method in Section III-B, Fig. 5 shows the function value of

5The results for frequency division duplex (FDD) systems, where g, and hy,
are independently generated, are similar to that of TDD systems. Therefore,
the results for FDD systems are not reported here.
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Fig. 4.  User transmit powers versus the number of outer iterations in
Algorithm 1 for the case of K = 20 and IV = 256.
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Fig. 5. Function value ©[°) of (16) versus number of inner loop iterations
in Algorithm 2 when K = 20 and N = 256.

@[0]({>\E€m]}£{=1) in (16) versus number of inner iterations
(m = 0,...,8000) when K = 20 and N = 256. It can
be seen that the accelerated projected gradient method and
the projected gradient method converge to the same value.
However, the accelerated projected gradient method con-
verges significantly faster than the projected gradient method,
which reveals the improved convergence rate brought by
the acceleration. Notice that since the convergence behavior
for {OI({AI"1E ) oA"Y E )} would be similar,
they are not repeated here. On the other hand, to verify
the convergence of the outer loop (i.e., line 5 to line 18 in
Algorithm 2) of the APDG method in Section III-B,
Fig. 6 shows the transmit power at access point versus
number of outer iterations (n = 0,...,50) when K = 20
and N = 256. As observed from the figure, the proposed
algorithm converges after 30 iterations, which corroborates
with the convergence result of Theorem 1 and indicates that
the number of outer iterations M, for Algorithm 2 to converge
is small.
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B. Performance and Running Time

Now, in order to verify the performance and complexity
of the overall algorithm CG-APDG, we focus on the case of
K = 20 with N € {64,128,256,512,1024}. Besides the
methods in Table I, we also simulate the scaled asymptotic
solution.® It can be observed from Fig. 7 that the proposed
CG-APDG achieves the same transmit power as the AM-SLA
and the DC programming method, and they are very close
to the lower bound (see the description below problem D1).
Moreover, all these algorithms significantly outperform the
scaled asymptotic solution. On the other hand, Fig. 8 shows
the average execution time versus the number of antennas
at access point. Compared to the DC programming method,
the proposed CG-APDG algorithm reduces the computation
time by orders of magnitude, which demonstrates the effec-
tiveness of the proposed two-stage optimization. Further-

OFor scaled asymptotic solution, it is assumed that N — oo. In such a
case, based on the law of large numbers, all the user channels would be
asymptotically orthogonal (i.e., hith = 0 and gZng = 0 for any i # j).
However, since the number of antennas is finite in practice, the obtained
solution is not feasible for P1, and the transmit power needs to be scaled up
until all the constraints are satisfied. If scaling up the power still cannot make
the constraints satisfied, this setting is removed from the simulation.
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more, compared to AM-SDR and AM-SLA, the CG-APDG
algorithm saves at least 90% of their computation times at
N = 128, which corroborates with the complexity analysis
in Section III-C. Under all the simulated values of N, the
CG-APDG algorithm saves at least 80% of the computation
times of AM-SLA, revealing the low-complexity nature of the
CG-APDG algorithm. Notice that for DC-programming and
AM-SDR, their simulation times are so large that the results
cannot be obtained in a reasonable time when N > 512.

To study the relationship between the total transmit power
and the number of users, we consider the case of N = 256
with K € {10,20,40,80}. Since CG-APDG, AM-SDR,
AM-SLA, and DC programming have the same transmit
power, we only simulate the proposed CG-APDG algorithm,
and compare it to the scaled asymptotic solution. It can be
observed from Fig. 9 that CG-APDG outperforms the scaled
asymptotic solution under all the settings of K. Furthermore,
the performance gap between CG-APDG and the scaled
asymptotic solution grows with the number of users K. This
is because larger K results in stronger interference, which
departs more from the zero interference assumption in the
scaled asymptotic solution.
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VI. CONCLUSIONS

This paper studied the large-scale beamforming design
problem in multicast WPCNs. By reformulating the original
problem into a two-stage optimization problem, a fast parallel
iterative algorithm was proposed and it was proved to converge
to a KKT solution. As each iteration of the proposed algorithm
only involves computation of inner products between channel
vectors, its complexity scales linearly in terms of the number
of antennas at the access point. Simulation results showed that
the proposed algorithm reduces the execution time by orders
of magnitude compared to the DC programming method while
guaranteeing the same performance.

APPENDIX

Defining the set
V, = {x $ &+ [gi VM — 2Re[ (v P grgflx] < O,Vk},

we have the following two lemmas.
Lemma I: vI"*Y = argmin, ., |[x||? for all n > 0.
Proof: Since

K
H > Aegrgh vl
k=1
K K
=> MeRe[(vI") gl Y~ Ngigl V)], @D
k=1 =1

the function inside argmax of (16) is

K K 2
> e+ gV — || 3 e v
k=1 k=1

K 9 K
B H > et v+ N (fk +gf VM
k=1 k=1

K
—2Rel(v") gl (O Neel V). @)

=1

Observing that x = Eszl Ak gkg,ﬁl v is the optimal solution
to the problem

K
min [Ix|[2 + 7 e (& + g V7|2 2Rel(vI") gl x] ),
k=1

which can be proved by setting the derivative of the above
objective function to zero, we have

2

K K
A H_[n]|2y _ A H [n]
Joax, ; k(&k + lgr viI™I7) H; k8rEE V
= max min ||x|?
{A>0)  x

K
+ 7 e (& + IV~ 2Rel(vI) Tgrgfix] ). (23)
k=1

Since the function in (23) is convex in both \; and x, strong
duality holds, and we can exchange the operators max and
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min [60]. Further noticing that

K
/124D A (& -+t v 2~ 2Re[(v1) g ]
k=1

max

{A\x>0}

_ IR, it gl v P 2Rel(v) ] <0
o0, otherwise,

taking the miny on both sides of (24), it is obvious that x can-
not be chosen so that the second case in (24) holds. Therefore,
the right hand side of (23) is equal to minyey,, ||x||?, and we
have the following holds:

2

K K
max > ne(E+ V) — || 3 Al
=R k=1 k=1

3 2
= min ||x||*. (25
xEIVn || || (25)

Now, it can be observed from (25) that x and {\;} are a
pair of primal and dual variables, with the Lagrangian given
by

K

L= %P+ Al + lgi' vIIP — 2Re[(vI") T grgi!]).
k=1

Therefore, the primal optimal solution x* and the dual

optimal solution {\;} should together satisfy the KKT

condition OL/0 conj(x) = 0, which leads to x* =

K Aegrgl vl Finally, as A; = "™ from (16) and

vintll = Zszl gogﬁ,nﬂ]gkngv[”] from (17), we immediately

have vl = x*, [

Lemma 2: vl VY for all n > 0.

Proof: We prove the lemma by considering two cases.

(i) n=0. Since v[% is feasible for D1, we have &, —

lgf 0|2 < 0, which is equivalent to &, + |g/ vI% |2 —
2Re[(vI?) g, gl vI0l] < 0. This indicates vI?) € Vy.

(i) n > 1.Based on Lemma 1, v[") = argmin,.,,  |[|x|%

and from the definition of the set V,,_1, we have

& + gk VI — 2Re[(vI ) gl v < 0.
(26)
Moreover, due to |gf (v~ — v[")|2 > 0, expanding
the square gives

g v 2 —oRe[(vIn ) H g g v > —[gflvIn 2.
27)

Subtracting (27) from (26), we obtain &, — |g,€,{v["] |2 <
0, which can be rewritten as & + |gfv[|? —
2Re[(vI")H giglvI"] < 0. Therefore, v("l € V,,.
Combining (i)-(ii), the proof is completed. |
Using vI"* = argmin,.,, [|x||? according to Lemma 1
and vl € V, according to Lemma 2, we immedi-
ately have |[v**U|| < ||v["l||. Therefore, the sequence
(VO [[v]], .. .} is monotonically decreasing. As the norm
is lower bounded by zero, the sequence {||vIV|], |[vI!]],...}
must converge.
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Finally, we will show that the converged point v°® satisfies
the KKT condition of D1. According to Lemma 1, v° is the
optimal solution to

min {2 & + lgf!v* [ — 2Re[(v*) T giglx] <0, i}
(28)

Based on (28), we can obtain two results. Firstly, since v® must
satisfy the constraint in (28), putting it into the constraint leads
to & — |gfv®|? < 0, indicating that v° is feasible for D1.
Secondly, due to v® being the optimal solution of (28), there
always exists Lagrange multipliers {(; > 0} such that the
following two equations hold:

K9
N =
conj(v®) + ; Ck = (flc
+[gf v — 2Re[(v) " eugfix])| =0

Ck (fk + |g,1?v<>|2 — 2Re[(v°)Hgkg,?v°]) =0, Vk.

(29)

By simple calculations, it can be proved that

0
o= (6 + 88V = 2Re[(v*) g’ )|

_ (%(Ek - lef'xP?) ‘x:vo

x=v°

and
G (66 ItV —2Rel (v) T grgf!v] ) = Gl — gl v°P?).
Therefore, (29) becomes
0
conj(v®) + ; ko (ﬁk - |g,fx|2)‘ =0

Ce (gk - |ngv<>|2) -0, Vk.

Based on (30) and since we have shown that v® is feasible
for D1, v° is a KKT solution of D1.

(30)
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