
PHYSICAL REVIEW B 101, 094406 (2020)

Dynamical nuclear decoupling of electron spins in molecular graphenoid radicals and biradicals
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We investigate the mechanisms of nuclear decoupling in synthetically tailored graphenoids, where the electron
spin state is introduced by topological manipulation of the lattice. We compare molecular graphenoids containing
one and two spin centers, introduced by pentagonal rings in the honeycomb lattice. Exploiting the molecular
nature of the systems, we investigate the role of different nuclear species and environments. Variations on
the Carr-Purcell-Meiboom-Gill pulse trains are used to prolong the coherence time of the electron spin of
the radicaloids, leading to substantial improvements in performance and coherence times up to 300 μs at
liquid-nitrogen temperature. The investigation of electron spin coherence as a function of interpulse spacing,
with times close to the inverse of the nuclear precession frequency, reveals that a train of pulses in phase with the
nuclear precession maximizes the nuclear decoupling. At room temperature the limits imposed by the sample
treatment and environment are reached, indicating what amelioration is necessary to further enhance the quantum
performance.
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I. INTRODUCTION

It is of paramount importance, for quantum applications,
that the coherence time of a superposition of states is long
enough to enable gate operations with sufficient fidelity [1].
As a consequence the decoherence mechanisms of quantum
systems and ways to prevent them are currently under intense
scrutiny [2].

Solid-state spin quantum bits usually carry with them the
presence of a nuclear environment [3]. How well this environ-
ment is defined, and whether it can actually be used to store
and retrieve information, depends on the specific system under
investigation. In some instances the nuclear environment can
be a major source of decoherence, and where structural inde-
termination is present, this may produce considerable issues
in the operation and standardization of the quantum bits. As
a consequence, much attention is currently paid to ways of
decoupling the nuclear spin bath from the electronic one [4–7]
or, conversely, to the opportunities that can lie in carefully
exploiting the nuclei-electron spin interactions [8–10]. These
two seemingly different approaches are actually technically
intimately connected: they both involve controlling the hyper-
fine coupling with an external train of impulses which will
have the effect of polarizing the nuclear spins and projecting
their state onto the electron spin, which is then measured [11].

The investigation of defects in solids has proved to be
very fertile ground for quantum materials, and impressive
quantum properties have been recorded in nitrogen-vacancy
(NV) centers in diamond [12] and in color centers in silicon
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carbide (SiC) [13]. Molecular systems have also produced
increased enthusiasm in the past few years for their possible
applications in the nanoregion and the almost infinite tun-
ability offered by synthetic chemistry in terms of tailoring
magnetic [14–16], optical [17], and electrical [18] properties
of molecular groups. While, initially, it was thought that the
quantum properties of molecular systems might be hampered
by short coherence times [19], careful materials design using
nuclear spin free ligands [20,21] and exploitation of clock
transitions [22–24] brought molecular systems as stable pro-
tagonists onto the horizon of qubits candidates [25,26].

Carbon nanomaterials are particularly interesting in this
regard because of their conducting and mechanical properties,
the very low spin-orbit coupling [27], the presence of edge
states [28], and topologically engineered states [29]. Although
carbon nanotubes have shown low coherence times [30],
of the order of nanoseconds at millikelvin temperature T ,
we recently reported microsecond coherence in synthetically
tailored graphenoids, where pentagonal defects can be intro-
duced at precise positions [31]. These systems allow studying
the effects of topology on the quantum properties of graphene,
as pentagonal sites introduce a spin triplet component into
the electronic wave function. Superior quantum coherence at
nitrogen T is obtained, and up to 2-μs coherence time in
solution is reached at room T .

One way of overcoming the issue of nuclei-induced deco-
herence is to engineer the material using isotopic enrichment,
cutting down the fraction of spin-containing nuclei [32]. It
is anyway desirable to develop new methods to prolong the
electron spin coherence without having to introduce ultra-pure
environments: not only does this eliminate a difficult and
expensive material engineering step, but it may also widen the
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FIG. 1. (a) Chemical structure of the monoradical (left) and
the biradical (right) graphenoids studied here. Hydrogen atoms are
omitted, except for the one that is responsible for the different
mono- and biradical characters owing to incomplete dehydrogena-
tion. (b) Continuous-wave EPR signal measured at room temperature
at 9.40 GHz for a d-toluene solution (orange) and simulation with the
Hamiltonian in Eq. (1) (black).

range of environments where the quantum center can be oper-
ated. To this aim nucleus-electron spin-spin decoupling can be
employed [4], e.g., by using the Carr-Purcell-Meiboom-Gill
(CPMG) sequence of pulses [33,34]. CPMG was originally
developed for structural nuclear magnetic resonance studies,
but its applicability to the enhancement of quantum units is
recognized.

Here we detail the effect of CPMG pulse sequences on the
electron spin coherence of molecularly made graphenoids in
frozen solutions at 100 K. We briefly introduce the quantum
system; we explore its unoptimized coherence time and then
proceed to enhance it with dynamical decoupling. We show
that we can selectively decouple a specific nucleus by tailoring
the time interval between pulses in a CPMG sequence, and we
discuss the limits and advantages of this approach.

II. EXPERIMENTS AND ANALYSIS

The graphenoids explored in this study are produced with
a bottom-up approach [31]. Using an organic synthetic ap-
proach [35–39], it is possible to create aromatic molecular
systems that contain 16 hexagonal rings and 2 pentagonal
rings placed with atomic precision to create an available
open-shell ground state in each molecule and spin-bearing
centers, as depicted in Fig. 1(a). The resulting molecular
graphenoids contain one or more spin centers, depending on
the hydrogenation of the rings. Monoradical and biradical
molecular species are sometimes mixed in the compounds,
with a molar fraction of monoradicals of �0.02 [31].

The spin properties of the system are described by the
following Hamiltonian [31]:

H0 = μB(S1 + S2)gH + S1JS2 +
N∑

j=1

SAjIj, (1)

where H is the external magnetic field, μB is the Bohr
magneton, g is the electron Landé factor, J is the exchange
interaction between the electronic spins S1 and S2, the Aj

parameters describe the hyperfine interaction with the nuclear
spins I j , and the sum runs over all N interacting nuclei (both
intra- and intermolecular ones, including carbon, hydrogen,
and deuterium atoms). As previously reported [31], the ex-
change interaction J ∼ −550 K, and the molecules are in
an antiferromagnetic ground state, with a closely lying fer-
romagnetic excited state that can be populated by increasing
T . Because the biradical is coupled antiferromagnetically and
the monoradical is present in a fraction of a few percent,
the monoradical species dominates the magnetic signal at
T � 80 K. These monoradical molecules can be modeled
using the same Hamiltonian in Eq. (1), simply ignoring one of
the electron spins. As previously reported [31], the molecular
fraction α ∼ 2% is estimated from the T dependence of the
electron paramagnetic resonance (EPR) signal and magneti-
zation measurements.

The samples were tested by preparing three solutions
with a concentration of 1.5 ± 0.5 mM: in toluene, deuter-
ated toluene (d-toluene), and carbon disulfide (CS2). These
three solvents offer platforms with different hyperfine baths:
toluene contains eight hydrogen atoms and seven carbon
atoms with the natural concentration of 13C; deuteration de-
creases the hyperfine contribution of hydrogen atoms, substi-
tuting them with weaker deuterium. Eventually, CS2 contains
only the natural percentage of 13C. In this way the effect of
nuclei both in the environment and inside the molecule itself
can be probed.

We measure the coherence times in ensembles through
pulse EPR [40]. In EPR experiments the spin levels are split
by the application of the static magnetic field H , and the spin
transitions are excited using microwave irradiation inside a
microwave resonator of relatively low quality factor Q � 300.
In the following we exclusively operate at the X band, i.e.,
at 9.40 GHz. We carried out the experiments in a Bruker
Elexsys E580 equipped with a 1-kW traveling wave tube
amplifier and a Bruker ER4118X-MS-3W1 resonator. T was
regulated by an Oxford Instruments CF9350 cryostat with
ITC503. Simulation of the static EPR spectra was performed
using Eq. (1) and the MATLAB package EASYSPIN [41]. Good
agreement is obtained with g = 2.0027 ± 0.0005, while Aj

were not resolved in this type of measurement [Fig. 1(b)].
The evolution of the spin wave function contains a part that

sees momentum exchange with the lattice (i.e., will produce
variations of the Sz component of the spin) and a part that
produces only a variation in the phase of the wave function,
i.e., that contains most of the quantum information. This
quantum evolution of a spin is often visualized as a movement
over the Bloch sphere, as in Fig. 2: zenith positions indicate
pure | ↑〉 and | ↓〉 states, and any possible quantum state
|ψ〉 = cos θ/2| ↑〉 + eiφ sin θ/2| ↓〉 is represented by a point
on the spherical surface. The decay times of the two parts are
defined as T1 (representing vertical displacement on the Bloch
sphere or variations of θ )and T2 (evolution of the quantum
phase φ, described by the azimuthal movement), which are
also called spin-lattice and coherence times, respectively. In
the literature several notations and definitions of the coherence
time can be retrieved. Here we refer to the coherence time as
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FIG. 2. (a) Pulse sequence used for the detection of the Hahn
echo and effect of the pulses on the Bloch sphere. (b) Pulse sequence
used for the detection of coherence with decoupling from the nuclear
bath by CPMG. (c) Decay of the Hahn echo signal, as recorded in
different solvents: toluene (blue), deuterated toluene (yellow), and
CS2 (red). Lines are fits to the data with Eq. (2). All measurements
are performed at 9.40 GHz and T = 100 K.

Tm, and by this we consider a time which encompasses the
contribution of T2 and other effects such as instantaneous and
spectral diffusion, residual dipolar interactions in dilution, and
orientational averaging [40], so that, in general, Tm � T2.

Measurements that fully include the effect of the nuclear
bath, i.e., without any attempt at nuclei-electron spin decou-
pling, are acquired using a Hahn echo sequence [Fig. 2(a)].
The experiment is performed by using a microwave π/2 pulse
resonant with the spin transitions applied along the x axis
of the rotating frame. In this way the molecular spin state is
transformed into the superposition state |�〉 = (| ↑〉 + | ↓〉)/√

2. To better describe the effect of the pulses we can use the
propagator formalism. During the pulse the total Hamiltonian
of the system is H = H0 + ω1Sx, and the evolution operator
can be written as U = exp −i

∫
Hdt . In the free precession

the Hamiltonian is only H0 with propagator operator U =
eiH0t . This means that when brought in the xy plane the
different spin packets having different resonance frequencies
ωi will accumulate a phase difference 	φ = (ωi − ωmw)τ .
The phases are then refocused by the π pulse and are detected
as an echo. The decay of the echo signal on changing the free

precession time is depicted in Fig. 2(c) for all the solvents. We
fit the decay of echo signal Y (t ) as a function of time t with

Y (t )=Y0

[
ξ1 exp

( −t

T mono
m

)
+ξ2 exp

( −t

T bi
m

)]
�(t ), (2)

where the coherence times of the monoradical and biradical
species are labeled T mono

m and T bi
m and the coefficients ξi are

their respective weights.
�(t ) = 1 + [k1 sin(2ωτ + φ1) + k2 sin(4ωτ + φ2)] intro-

duces a signal modulation given by the hyperfine coupling
at a nucleus-specific frequency. The frequency of the nuclear
precession is the Larmor frequency ω = γiH , where γi is
the gyromagnetic ratio of the specific nucleus. Given the
excitation frequency used and considering that it can vary
slightly in the setup of one experiment to another, we obtain
the resonant field: H ∼ 340–350 mT. This field corresponds to
Larmor frequencies ω/2π = 14.8 MHz for 1H and 2.4 MHz
for 2H, with amplitudes k1 and k2 and phases φ1 and φ2

for first- and second-order effects. Because the frequency is
nuclear specific, it can actually be used as a fingerprint of
the dominant nuclear effects, but in the Hahn echo fitting
procedure, the � term does not directly change the extraction
of the T (i)

m . Hyperfine interactions are responsible for part
of the decoherence, but for the purposes of fitting the echo
decay signal and extracting T (i)

m , the nuclear modulation and
the electron spin coherence decay act as two distinct parts of
the fitting function: the T (i)

m free parameters are independent
of �, and � provides only information on the nuclear species
that are creating signal oscillations.

The weights ξi in Eq. (2) are determined by the singlet-
triplet energy splitting |J| = 550 K and the monoradical
molecular fraction α ∼ 2%:

ξ2 = e−J/kBT

α + e−J/kBT
, ξ1 = 1 − ξ2. (3)

Error analysis shows that the largest error contribution arises
from uncertainties in the values of ξi. We considered a vari-
ation of ±20% in the value of ξ2 and fitted the experimental
traces with the three pairs of ξi obtained. We then extrapolated
the error as the maximum difference between the two extreme
values of ξi and the central values. For all the solvents, we
found that a 20% variation of ξ2 produced about the same error
on T bi

m , and this quantity was plotted as error bars.
The nuclear modulation of the decay is visibly different,

with different ω for the three solvents. The k1 and k2 are
usually very small for hydrogen, and the modulation can be
seen only for high sampling frequency, which, conversely,
is not ideal if you want to observe a long decay; therefore,
modulation effects are not well represented in Fig. 2(c) for
toluene. On the other hand, modulation is very clear for the
deuterium in d-toluene, which has large modulation depth k1

and k2 and low frequency. In the case of d-toluene we could
expect to observe the effect of the intramolecular hydrogens;
however, their modulation is completely overshadowed by the
deuterium and cannot be resolved in this type of measurement
despite the two contributions being at two different frequen-
cies. Similarly, for CS2 no modulation is observed because the
solvent gives no nuclear contribution and the intramolecular
hydrogens are too weak to produce a modulation in this type
of measurement.
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Having observed that nuclear modulation of the decay is
an important factor in the Hahn echo, we now investigate
dynamical decoupling as a way to increase robustness of
electron coherence against nuclear hyperfine noise. Multiple
schemes have been suggested [33,34,42–45], e.g., periodic
and concatenated dynamical decoupling. In periodic dynam-
ical decoupling the train of pulses is spaced at the same
interval, and the CPMG decoupling scheme belongs to this
family [Fig. 2(b)]. In concatenated dynamical decoupling,
the pulses are optimized to be at a specific time, and the
interpulse spacing is different between adjacent decoupling
pulses: Uhrig dynamical decoupling (UDD) is one example
[44]. The theory predicts that in the case of an environmental
bath with a hard-cutoff spectral density [3], UDD performs
better than CPMG, while in the presence of a soft cutoff they
have comparable efficiency [46]. However, it is often hard to
make theoretical predictions without a specific reference to a
quantum system, and CPMG outperforms UDD when the bath
is composed of weakly coupled nuclei [47,48].

We employed a two-step phase cycling on the initial pulse
to eliminate pulse offset effects [40,48]. Each CPMG mea-
surement produced a set of echoes; the maximum of each echo
was fitted with the model in Eq. (2), where no modulation is
expected [as depicted in Fig. 2(b)]. The trend of the signal can
then be followed on varying the interpulse spacing tN between
the π pulses of the CPMG train [Fig. 2(b)]: for each tN value
one decay trace is obtained, from which we extract the two
decay constants T mono

CPMG and T bi
CPMG for the monoradical and

biradical species, respectively. We compare the results with
the precession periods of the nuclei involved: hydrogen, deu-
terium, and carbon. The precession period is just the inverse
of the Larmor frequency, and under our experimental condi-
tions we obtain TH � 70 ns, TD � 457 ns, and TC � 280 ns
(for 13C).

Figure 3 displays the resulting behavior of the T (i)
CPMG when

varying the interpulse spacing in toluene. The signal is mainly
modulated by the precession of the 1H nuclei, and decays
rapidly on increasing the interpulse spacing as predicted
by theory [49]. This is to be assigned to both intra- and
intermolecular 1H atoms, as the toluene solvent molecules
are capable of π stacking onto the aromatic surface of the
graphenoids. In Fig. 3 it is also clear how the efficiency of
the decoupling technique decreases when increasing the inter-
pulse spacing. If the spacing is large, the spins are allowed to
decohere between one pulse and the next one, and the effect of
the decoupling becomes less evident. Ultimately, how fast this
happens depends on the unoptimized value of Tm measured
through the Hahn echo sequence: when the interpulse spacing
tN � Tm, the CPMG decoupling will not be effective.

The maximum decoupling is obtained when the interpulse
spacing is equal to an integer multiple of the precession
period of the targeted nucleus. In other words, if the train of
refocusing pulses is perfectly in phase with the precession of
the nuclei, the quantum phase becomes more robust against
the decohering effect of the nuclei themselves. For both mono-
and biradicals T (i)

CPMG can reach, in the in-phase scenario, up to
5 times larger than if the pulse sequence is out of phase with
the nuclear precession.

The behavior in d-toluene, shown in Fig. 4, displays T (i)
CPMG

modulated by both by the 1H and 2H nuclei. Here it is

0.6 0.8 1.0 1.2 1.4
0

10

20

30

40

50

T C
P

M
G
 (µ

s)

Interpulse spacing (µs)

M
on

or
ad

ic
al

B
ira

di
ca

l

TolueneN
uc

le
ar

 p
re

ce
ss

io
n

1H

13C

FIG. 3. Top: Periodic oscillations of the nuclear signal of an
ensemble, as produced by precession, for 1H hydrogen (red) and 13C
(blue) atoms. Bottom: experimental dependence of the decay time
TCPMG as a function of the interpulse spacing interval tN. The signals
for the monoradical and biradical species are plotted in red and blue,
respectively. In both panels the periodicity of the hydrogen nuclei
is highlighted by red shading. All measurements were acquired in
toluene at T = 100 K.

relevant to highlight the effect of the 1H nuclei. Indeed,
above we stated that their modulation was not detected in the
simple Hahn echo experiment. However, when using CPMG,
the effect is distinguishable, and the modulation depth is
analogous to the one produced by the 2H nuclei. This result
needs to be included in a wider picture that encompasses
the possibility of detecting very weakly coupled nuclei with
dynamical decoupling techniques. This was proved in the
literature in the case of NV centers [11]. And in this case a
careful understanding of the dynamics of the decoupling could
pave the way to electron to nuclear coherence transfer and
storing of the quantum phase on the nuclear coherence.

Finally, in Fig. 5 we note that in CS2 hydrogens are again
the main modulating factor. Like in the d-toluene case, a
very strong modulation now appears which is a fingerprint of
very weakly coupled intermolecular hydrogens. Significantly,
T bi

CPMG initially increases when increasing the interpulse spac-
ing, contrary to the behavior in toluene and d-toluene. How-
ever, if we track T (i)

CPMG for long tN up to 14 μs (Fig. 5,
right panel), we find again the decay that we attributed to
the efficiency of the decoupling sequence. We explain the
initial rise considering that the decay time observed in CS2 is
much larger than T (i)

CPMG in the other solvents, and accordingly,
the number of pulses required to map it is also considerably
larger: up to 400 pulses are required. In this case, imperfec-
tions in the pulse shaping should also be considered: there is
a systematic error in pulse formation that accumulates when
in the presence of many pulses [50]. Pulse errors can thus
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FIG. 4. Top: Periodic oscillations of the nuclear signal of an
ensemble, as produced by precession, for 2D deuterium (teal), 1H
hydrogen (red), and 13C (blue) atoms. Bottom: experimental depen-
dence of the decay time TCPMG as a function of the interpulse spacing
interval tN. The signals for the monoradical and biradical species are
plotted in red and blue, respectively. In both panels the periodicity of
the hydrogen nuclei is highlighted by red shading. All measurements
were acquired in deuterated toluene at T = 100 K.

become the main source of decoherence, limiting the benefits
of a dynamical decoupling approach [51].

We evaluate the overall performance of the dynamical
decoupling scheme in Fig. 6 by plotting together the Hahn
echo decays, the CPMG traces for the three solvents, and
the T1 time, which is an upper limit to the coherence. Only
T1 measured in d-toluene is depicted because the spin-lattice
relaxation time is independent of hyperfine coupling and pro-
duces a similar result in all three solvents. When the CPMG
traces are compared to the respective Hahn echo coherence
times and using the best interpulse spacing, we observe a more
than tenfold increase by decoupling in toluene, a sixfold in-
crease in d-toluene, and a threefold increase in CS2. The most
important relative improvement is obtained in toluene because
it has the largest number of environmental nuclei, while the
smallest improvement is obtained in the system with the
best performance, CS2, where very few environmental nuclei
matter. In CS2 we reach a coherence time of 0.3 ms, against
a T1 of 2 ms, while the maximum value attainable in theory
would be 2T1. This theoretical limit is not reached because
the decoupling can only mitigate the effect of the nuclei and
cannot erase it completely. Were this the case, the coherence
time in toluene after CPMG should also be the same as CS2

without CPMG.
We wish to stress an often-overlooked aspect of dynamical

decoupling: the presence of additional signals that arise when
having multiple pulses. In EPR, for any three-pulse sequence,
one should always observe a stimulated echo [40]. If the
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FIG. 5. Left: Periodic oscillations of the nuclear signal of an
ensemble, as produced by precession, for 1H hydrogen (red) and 13C
(blue) atoms and experimental dependence of the decay time TCPMG

as a function of the interpulse spacing interval tN. The signals for
the monoradical and biradical species are plotted in red and blue,
respectively. The periodicity of the hydrogen nuclei is highlighted
by red shading. All measurements were acquired in carbon disulfide
at T = 100 K. Right: T bi

CPMG decay versus tN; for simplicity only the
maximum peaks over a period are shown, and error bars are removed.

time distance between the pulses is the same, as in periodic
dynamical decoupling, it is possible that the stimulated echo
overlaps with the original echo signal, distorting the signal
shape [Fig. 7(a)] and possibly mixing the Tm and T1 times.
In the sequence i Fig. 2 we used a two-step phase cycling:
the first step has the π/2 pulse with a phase of 180◦, and
the second step has a phase of 0◦, so that all π pulses are
applied on the y axis, and their relative phase is always kept
constant. In the context of the analysis of quantum systems,
this choice is justified by the fact that the resulting time
is still the time in which the quantum bit system can be
operated meaningfully; that is, it corresponds to the desired
quantity. On the other hand, it is instructive to understand how
the overlap is affecting the results by using different phase
cycling techniques that minimize it. To completely eliminate
unwanted signals we would need a phase cycling with 4n−1

steps, where n is the number of π pulses [52], which would
mean an absurdly large pulse sequence in the present case.
We thus test the difference between the simple two-phase step
cycling and a more complex scheme employing eight phases,
as depicted in Fig. 7(b). In this more sophisticated phase
cycling we still cycle the first π/2 pulse, but we also vary
the phase difference among the following eight (π )y pulses.
In Fig. 7(a) we define ϕi as the phase difference between two
adjacent (π )y pulses. In each step of the scheme ϕi can assume
a value 0◦ or 180◦, which implies having (π )y or (π )−y. In
order to cancel the overlap of the signals the sequence is
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FIG. 6. Echo signal intensity as a function of the distance between the echoes and the first impulse π/2 for the Hahn echo (circles)
and CPMG sequence (squares). Measurements are performed in toluene (turquoise), d-toluene (amber), and carbon disulfide (magenta). The
spin-lattice relaxation time T1 is also reported (black hexagons) as measured via a signal inversion recovery procedure, here displayed as a
decay for simplicity. All measurements are performed at 9.40 GHz and T = 100 K.

cycled over all 2 × 27 possible different combinations, for a
total of 256 steps.

The two approaches were tested at room temperature. In
Fig. 7(c) we display the difference in the decay of the signal
when the two different cycling sequences are employed. A
discrepancy in the decay is clearly visible, with the 256-step
measurement relaxing faster than the two-step one. Addition-
ally, in the 256-step measurement all eight echoes assume
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FIG. 7. (a) Distortion of the echo signal produced by the overlap
of multiple echoes in the two-step phase cycling of the CPMG se-
quence (orange). The equivalent echo signal after eight-phase cycling
is also depicted (blue). (b) Pulse sequence for eight-phase cycling in
CPMG: after the initial π/2 step, the next eight πy pulses have a
ϕi phase that cyclically assumes a value 0◦ or 180◦. (c) Comparison
of the echo decays obtained in CPMG with two-step phase cycling
and the 256-step one. Black lines are single exponential fits of the
maximum of the echoes. All measurements are performed at room
temperature.

an almost ideal shape [Fig. 7(a)], while the stimulated echo
distorts the shape of the higher-order echoes in the two-step
phase cycling.

The variation of the results between the two different phase
cyclings can be attributed, once again, to pulse formation
errors. The π pulses in the train are supposed to refocus
the phase of the different spin packets by rotating them in
the xy plane. That is what is depicted in the Bloch sphere
representation in Fig. 2. However, because the rotation angle
of a pulse is subjected to errors, the spin packets can be
brought outside of the xy plane, thus gaining a small but
non-negligible z component. Using a scheme that cycles the
train of π pulses between y and −y compensates for pulse
formation errors and mitigates the formation of a vertical
displacement. When discussing the time decay TCPMG for
standard two-step phase cycling, it is useful to point out that
this might contain an admixture of Tm and T1 because the
vertical displacement decays following T1.

III. CONCLUSIONS

In conclusion, our measurements show in detail how
CPMG sequences can be used to enhance the coherence time
of molecular graphenoids and how the sequences can be tai-
lored depending on the specific environment of the molecules
to optimize their quantum performance. The main source of
decoherence in frozen solutions in the temperature range 80–
150 K comes from the hyperfine contribution of the nuclei in
the solvent and in the molecules: hydrogen and carbon atoms.
The investigation of the effect of solvents highlights the im-
portant role played by the environment and the possibility of
increasing the coherence times by addressing nuclei contained
in the solvent molecules, instead of the molecular ones. The
inclusion in environments that have a very low content of
active nuclei, thus reducing the solvent nuclear bath, allowed
decoupling selectively from the molecular hydrogens. We
determine that the hydrogens are the nuclei contributing the
most to the decoherence, and indeed, their modulation can be
clearly seen independently of the solvent. Therefore, isotopic
substitution of the hydrogens in the molecules could produce a
significant increase of the coherence time. In fact, even when
maximally decoupled, the coherence time in toluene is still
half the one of decoupled d-toluene. On the other hand, there
is no strong evidence of modulation of 13C even in CS2. Due
to the very low abundance of the isotope we are unable to
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detect its effect, although it could become more relevant in
planned single-molecule measurements.

In addition we have explored possible sources of errors,
with particular attention to the possibility of residual T1

components in TCPMG. While such tests are important on the
methodological level, it is fundamental to stress that, while
achieving a 2n step phase cycling for 8 pulses is possible, it
becomes more challenging when increasing the number of
pulses, and already for 20 pulses the scheme would require
106, which is technologically infeasible.

On a different note, our results indicate that the coherence
time could still be improved upon by technical improvement
in the experimental setup. First of all, a larger bandwidth
resonator would allow minimizing the interpulse spacing to
the time of a single revolution of hydrogens, which under this
condition we found to be TH � 70 ns. Second, to make up for
the large number of pulses required, a possible perspective is
to implement additional correction schemes. One option is to
introduce and compare other decoupling sequences, such as
those tested for other quantum units [45,47,53–59]. Another
possible source of inspiration arises from the efforts to correct
pulse formation errors produced in nuclear magnetic reso-
nance, albeit for different instrumentation, and whether they
can be adapted to EPR in this particular situation. In theory, it
would be possible to reduce the errors either using composite
pulses [60–62] or shaped pulses [63]. Careful studies will
regardless need to consider that the use of advanced pulse
techniques comes at the expense, in both cases, of an increase
in the pulse duration time and therefore slower spin manip-
ulation. Additionally, it would be possible to use so-called
self-correcting sequences. These are dynamical decoupling
sequences that employ rotations around multiple axes and are
expected to correct pulse formation errors. One example is

the XY4 sequence that was developed for NMR as an upgrade
of CPMG [64]. This scheme has seen interesting theoretical
developments in the past few years and experimental proof
of better performances than CPMG [45,47,58,59]. Future
studies of dynamical decoupling in molecular systems should
incorporate the XY paradigm.

At room temperature the resulting decoherence is no longer
dominated by the nuclear bath, as the limit of Tm � 2T1 is
reached. Any attempt of CPMG at this regime did not yield
any improvement in the coherence time. This indicates ratio-
nal synthetic routes that can be used to improve the room-T
coherence or integration into devices, e.g., via imprisonment
into matrices such as zeolites and porous membranes or into
liquid crystals. These results also open the path to the use of
disperse graphenoids for sensing applications [65] in various
environments [66–68], and applications in biosciences and
nanotechnology seem particularly interesting, also consider-
ing the hydrophobic and amphiphilic properties of biological
membranes.
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