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Clinical practice is going through disruptive transformation 
from physician-centered decision-making to data-driven, 
low-cost, and machine-generated judgement. This 
transformation is powered by the striking advancement of 
computation, memory and storage, and the unprecedented 
abundant resources of clinical data. Clinicians resort to 
not only their own instincts but also valuable information 
from clinical prediction models, which are constructed 
meticulously and sometimes perform on par with human 
physicians. However, building reliable clinical models that 
have practical values requires many assumptions and a series 
of steps, such as construction, evaluation, and validation. 
Zhou et al. (1) provides a timely and comprehensive users’ 
guide for such a purpose, demonstrating the associated steps 
in R step-by-step.

Broadly speaking, clinical prediction models refer to 
those statistical models applied in clinical settings. They try 
to identify patients’ current diseases or derive the likelihood 
of some future clinical events, such as death, disability, or 
other complications based on known personal features and 
historical clinical events. They provide an objective, data-
driven perspective on patients’ conditions, doctors’ decision 
quality, and hospitals’ operational efficiency, which helps 
clinicians, patients, and health management departments 
to improve their decision-making process. Current well-
established and widely-applied prediction models include the 
TNM staging system (2), Framingham (3) and QRISK (4).  
Clinical prediction models have the potential to deliver 

more accurate and timely predictions, which undoubtedly 
have significant social values.

Zhou et al. (1) provides clear guidance for a complete 
cycle of clinical prediction model development, including 
selection of different model types (which in turn depends on 
different types of research design and different data types), 
data preprocessing, variable selection tools, various model 
evaluation methods, and model validation techniques.

Model identification 

Zhou et al. (1) first summarized three types of clinical issues 
such as diagnostic models, prognostic models, and disease 
occurrence models. They further connected these models 
to cross-sectional studies and cohort studies. Depending 
on the nature of the outcome and problem of interest, 
they mainly discussed three types of statistical models: 
multivariate regression for quantitative response, logistic 
regression for binary response, and survival analysis with 
both Cox model and competitive risk model.

Preprocessing 

Once a specific model is chosen, before parameter 
estimation, data preprocessing is necessary. Zhou et al. (1) 
discussed in detail on missing data, outliers, categorical 
variable, and variable screening. We want to add that, since 
the seminal work by Fan et al. (5), many more advanced 
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variable screening methods have been studied and are 
scalable to handle high-dimensional data and more effective 
than traditional methods (6-9). 

Model evaluation 

Once data are cleaned and the model is estimated, it is 
essential to evaluate its performance. For each of the 
possible models on classification and survival analysis, Zhou 
et al. (1) discussed at length about three indices (C-Index, 
Net Reclassification Index, and Concordance index of 
discrimination) and two visualization tools (Nomogram 
drawing and Decision Curve Analysis). They compared the 
strengths and weaknesses of these tools and demonstrated 
their usage in R.

Model validation 

Model validation refers to evaluating both internal and 
external validity. The fundamental reason for validation is 
to deal with overfitting. The good performance on training 
data does not guarantee good model generalizability. 
Models trained on a training set has the tendency to capture 
the noise pattern, especially when the model is fairly 
flexible. Internal validity is concerned with reproducibility 
of the model on the same data source and is commonly 
assessed by cross validation or bootstrap. External validation 
validates the model on a dataset from different sources and 
should be emphasized when making general conclusions.

Statistical learning has been widely and successfully used 
in many fields and it is beneficial for clinical practitioners 
to rely on Zhou et al. (1) for a comprehensive and coherent 
introduction to the complete picture of the application 
of statistical learning in the field of clinical studies while 
focusing on the uniqueness and key differences from other 
fields. Machine learning is regarded as “the fundamental 
technology to process data to exceed the capacity of the 
human brain to comprehend”, yet until now its application 
to health care is surprisingly sparse (10). Zhou et al. (1), 
along with many others (10-12), attempts to motivate more 
research in the intersection of machine learning and health 
care by informing the researchers of the general principles 
and considerations of developing such models. Unlike the 
other review papers, Zhou et al. (1) provides detailed R 
implementations to substantiate its methodological review. 
By following the examples, the readers will have a more 

concrete idea of how to achieve the goals at different stages 
of model development.

Beam et al. (12) proposes the idea of machine learning 
spectrum, which is a continuum between fully human-
guided algorithms and fully machine-guided data analysis. 
The major models discussed by Zhou et al. (1), such as 
logistic regression and Cox regression, should be placed 
somewhere closer to the lower end, because they rely 
heavily on human experts’ inputs and prior assumptions. 
On the contrary, the other review papers (10-12) also 
include a decent amount of discussion on deep learning 
models, a type of more flexible models capable of deriving 
hierarchical features by themselves, and therefore place the 
methodology on the higher end of the spectrum. This is 
understandable, since Zhou et al. (1) centers its discussion 
around R implementation, while R is not one of the popular 
languages for constructing deep learning architectures.

The healthcare research literature appreciates the 
interpretability of simpler models (13). Nevertheless, over 
the past few years, the field has witnessed many successful 
applications of deep learning models, some even reporting 
expert-level performance (14-16). Besides encouraging 
results, deep learning is a more scalable method, which is 
especially advantageous in the era when medical data are 
abundant and data sources are more diversified, such as 
those from electronic healthcare records (EHR), genetic 
testing, mobile devices, and even wearable sensors (13). 
It is infeasible to perform variable selection manually and 
difficult to determine the appropriate size of variables to 
be included. Additionally, traditional machine learning 
methods, including the ones from Zhou et al. (1), are 
not proficient at processing non-tabulated data, such as 
images. As a result, people generally believe that deep 
learning shows great promise to revolutionize the health 
care research. Readers are encouraged to learn more about 
the deep learning methodology in healthcare by referring 
to (10-12).

Regardless of the position in the spectrum, robust 
and valid results are always the key. Zhou et al. (1) has 
extensive discussion on performance metrics and how to 
evaluate the validity of the model. However, one important 
consideration left out is ethics, which may be seemingly 
irrelevant to the clinical prediction model development 
but actually a necessary aspect that should be addressed 
throughout the development process, especially in medical 
settings (17). For instance, prior to building the model, 
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researchers should evaluate and be alert to any potential 
biases inherent in the data, such as racial and geographical 
biases, so that their models will be less likely to reach 
erroneous conclusions targeting at a specific group of 
people. Consequentially, they can seek to mitigate the bias 
by collecting more diversified data or be critical about the 
application scenarios of the model to be developed. In 
the stage of assessing the model behavior, it is important 
to evaluate whether the model picks up human biases in 
decision making and produces discriminatory outcomes. 
Lastly, when implementing the model, patients’ medical 
records will be inevitably exposed, even though unlikely to 
the public. This challenges the traditional understanding of 
respecting patients’ privacy by withholding their records. 
The field will eventually have to redefine the doctors’ duty 
of confidentiality to patients.

As mentioned in Zhou et al. (1), “the statistical nature 
of regression analysis is to find the ‘quantitative causality’.” 
To be simple, regression analysis is a quantitative 
characterization of how much X affects Y. It should be 
noted that regression models are in general only tools to 
identify correlation, not causation. It is well understood that 
causality is the ultimate goal in most clinical studies. But the 
tools introduced in Zhou et al. (1), and more so those more 
advanced deep learning tools introduced in the other review 
papers, cannot achieve such a goal without seeking help 
from the literature on causal inference for observational 
studies, unless rigorous randomized experiments could be 
conducted without non-adherence so that confounders 
would not bias the results.
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