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Abstract—Objective: The aim of this study is to develop 
automatic methods of geometric coordination registration 
(GCR) for the virtual planning and evaluation of implant 
surgery. Methods: The target modalities of the image to be 
registered are cone-beam computed tomography (CBCT) or 
optical surface (OS) scan. Several geometric fiducial markers, 
cubic corners (CC) and discs, are fabricated on the patient's oral 
stent and digitized into a 3D mesh model. By analyzing the 
distribution of vertices and normal vectors of the mesh model, a 
novel descriptor is proposed to detect the position of the 
geometric fiducial markers. CC edges and disc centers are then 
used to find the transformation matrix to align the input point 
cloud to the target Cartesian axes. Results: CBCT and OS scans 
of the plaster models with implants of 29 patients were collected. 
The implant positions found by using the proposed algorithm 
were compared to the Gold standard developed with a 
coordinate measuring machine (CMM). Experimental results 
show that the target registration error (TRE) of the proposed 
method was 0.43mm. Conclusion: The proposed method 
performs better than existing manual or semi-automatic GCR 
(TRE 0.52mm). 

Keywords—registration, cone-beam computed tomography, 
optical scanner 

I. INTRODUCTION  

In oral implant surgery planning [1]-[6], surgeons usually 
perform trial operations on virtual or rapid prototype 
stereoscopic lithography models. The 3D images are CBCT 
[7] and OS [8] scans which are routinely performed in the 
diagnosis. The planning can now be done in the computer 
environment [9] completely, the planned physical surgical 
stents can be fabricated directly with 3D printing. During the 
planning and post-operation assessment, multiple images 
which possibly acquired from various imaging modalities are 
registered. As all the imaging modality exhibits different level 
of error during image acquisition [10], image to image (I/I) 
registration in pair does not give estimation of error to physical 
domain. It is further complicated with imaging error in each 
acquisition such as calibration errors. Therefore, a new 
geometric coordination registration for registering physical 
model and virtual image was proposed [11]. This enables 
simple linear and coordinate measurement of physical and 
virtual domain.  

Lam et al. proposed to use cubic corners to align 3D 
images [11]-[13] to the Cartesian coordinate axes in computer 

environment. The registration can perform mapping from 
physical to image (PI) or image to physical (IP), which is 
known as the “geometric coordination registration”. Further, 
it is suggested to adopt multiple flat surfaces [14] for IP/PI 
registration. It is particularly useful for registering serial 3D 
images at different time instances. These surfaces have an 
intrinsic relationship that defines the origin and axes of the 
cartesian coordinate system. The mean target registration 
errors(TRE) [15]-[16] achieved were 0.56 0.24mm  and 
0.39 0.21mm for manual and semi-automatic registration 
(SR) respectively on acrylic blocks. The shape of CC and discs 
enable easy identification in various imaging modalities and 
simple alignment to CMM for physical measurement, where 
the TRE of the registration can be directly calculated. 
However, current available methods for GCR is manual or 
semi-automatic, which are performed on computer software 
such as 3D slicer, MeshLab etc. 

In this paper, the automation of detecting geometric 
fiducial marker for GCR is studied. It not only reduces 
registration errors, but also eliminates operator variability. In 
the next section, the data collection and overview of the 
proposed system is firstly described. Then, each step is 
detailed in section III. A new automatic detection method of 
geometric markers based on local normal vector distribution 
is proposed. This method was tested in 29 types of plaster 
models, each of which was implanted with plaster. The CMM 
is used to measure the position of the implant and serve as a 
benchmark gold standard. Experimental results show that the 
average TRE using semi-automatic and suggested automatic 
methods are 0.52mm and 0.43mm, respectively. 

II. MATERIALS 

Twenty-nine dentate subjects’ maxillary stone models 
were collected and their right central incisors were removed. 
The models were duplicated into resin models. An implant 
(4.1*13mm, AstraTech EV, DENTSPLY) was inserted into 
each of these resin models to replace the central incisor. For 
each resin model, a full-arch heat-cure acrylic stent with a 
cubic corner (CC) [12] at the maxillary left central incisor 
region and two cylinders was fabricated (Fig.2). The superior 
surface of the CC and the surface of the two discs are made to 
be coplanar. The resin models with acrylic stents were then 
scanned with CBCT (Newtom GiANO), Intraoral scanner 
(Sirona Primescan), and a Lab scanner (3Shape D2000). 3D 



mesh models are generated and preprocessed with the 3D 
slicer and MeshLab. They are saved in PLY or OBJ file format 
for further geometric coordination registration processing. 

 
Fig. 1. System block diagram of the proposed automatic point cloud based 
geometric coordination registration. 

 
Fig. 2. Maxillary teeth resin cast (yellow) with full-arch heat-cure acrylic 
stent (pink). 

III. THE PROPOSED METHOD 

The following is an outline of the proposed geometric 
coordination registration method, the detailed steps will be 
described in the next sections. 

Algorithm 1 (Point cloud based Geometric Coordination 
Registration) 

1. Detect flat surfaces  𝑃 𝑝 :𝑘 1, . . .𝐾  from 
input point cloud. 

2. For each point 𝑝 , compute the feature vector. 

3. Locate candidate geometric fiducial markers by 
matching with template’s feature vector. 

4. Detect edges of the CC by intersecting lines of 
multiple planes, discs centers and compute the 
alignment matrix. 

5. Align the point cloud of the model. 

As shown in Fig.1, the proposed method starts from the 
detection of flat surfaces in the input point cloud. They are 
matched by comparing feature vector of the input point cloud 
and the precomputed templates, which are geometric fiducial 
markers CC and circular discs containing flat surfaces. 3D 
mesh models of the markers templates can be made using 
Computer Aided Design (CAD) [17] or mesh processing 

software’s such as MeshLab [18]. The feature vector is 
designed based on the characteristics of the local vertex patch. 
It is composed of the normal vector and the vertex position 
distribution. The calculation method is introduced in section 
B below. Denote the center point of the plane in axial direction 
(CC/discs) on the marker as 𝑓 , as shown in Fig. 3(a) 
and Fig. 3(b). In Fig. 3(c), it shows the 3D mesh model of the 
resin model with acrylic stent of a patient. After the markers 
in the model are located, the position and orientation of the 
coordinate axis are determined according to the parallel or 
orthogonal relation of each plane of the markers. RANSAC 
algorithm is adopted to figure out each plane of the marker. 
There are several combinations of the references can be 
extracted from the markers for the final alignment to the 
coordinate axis: 1) The intersecting points and intersecting 
lines of the three orthogonal planes of the cube. 2) The upper 
planes of two posterior circular discs markers, which are 
physically made to be coplanar with the upper plane of the CC 
markers. 

 
Fig. 3. 3D mesh model of geometric fiducial markers (a) CC and (b) circular 
discs. (c) Resin model with acrylic stent. 

A. Flat surfaces detection 

Without loss of generality, the input point clouds of the 
template and model contains flat surfaces only in the 
geometric markers, i.e., the CC and discs surfaces. They are 
detected by using local curvature value. As the input point 
clouds may contains a huge number of points, they are firstly 
downsampled to reduce computation cost. Denote as 
𝑃 𝑝 : 𝑖 1, . . . ,𝑀  and 𝑃 𝑝 : 𝑗
1, . . . ,𝑁 , where 𝑀  and 𝑁  are the number of downsampled 
point sets of 𝑃  and 𝑃 . Then, Kd-trees [19] 
𝑇  and 𝑇  are built for 𝑃  and 𝑃 . For 
each points in 𝑃  and 𝑃 , a local patch of points 
selected for the computation of curvature. For each point 𝑝  in 
𝑃  and 𝑝  in 𝑃 , considered K nearest neighboring 
points 𝑃 𝑝 : 𝑘 1, . . .𝐾  and 𝑃 𝑝 : 𝑘 1, . . .𝐾 . 
The covariance matrices Σ  and Σ , and the associated 
eigenvalues 𝜆 , 𝜆 , 𝜆  and eigenvectors 𝑒 , 𝑒 , 𝑒 , are 
obtained for 𝑃  and 𝑃  respectively. The eigenvector 
corresponding to the minimum eigenvalue is the normal 
vector for the patch, and the corresponding curvature value 𝑐 
is calculated as, 

 𝑐 , ,
 (1) 

Given an index i, curvature 𝑐  and normal vector 𝑣  of 
point 𝑝  in 𝑃  and 𝑃  can be calculated. Let’s 
denote 𝜀 𝑖  and 𝜑 𝑖  as the mapping functions for obtaining 
the curvature from point 𝑝  and 𝑣  respectively. The normal 
vectors of points in 𝑃  and 𝑃 can then be 
estimated as 𝑉 𝑣 : 𝑖 1, . . . ,𝑀  and 𝑉
𝑣 : 𝑗 1, . . . ,𝑁 . The corresponding curvature values are 

estimated as 𝐶 𝑐 : 𝑗 1, . . . ,𝑁 , similarly, for 
𝐶 . Using 𝐶 , points set of flat surface is then 

collected as 𝑃 𝑝 : 𝜀 𝑗 𝐶 , where 𝐶  is a 

threshold; and normal vector as 𝑉 𝑣 :𝜑 𝑗 𝐶 . 



B. Feature extraction for input and template 

Using the Kd-tree 𝑇 , the points positions and 
normal vectors around the marker center 𝑓  can be 
collected within radius 𝑅 , 𝑃 ,𝑉
𝑝 ,𝜑 𝑖 : 𝑝 𝑓 𝑅 . 𝑇  is used to search for 

the points and normal vectors 𝑃 ,
, ,𝑉 ,

,

𝑝 ,𝜑 𝑗 : 𝑝 𝑃 𝑅  within radius R. Construct the 
feature vector ℎ  for 𝑓  by 𝑃 ,𝑉  

and traverse 𝑃  and 𝑉  to construct the feature vector 
ℎ  by 𝑃 ,

, ,𝑉 ,
, . The normal vector distribution on 

the surface of the markers is shown in Fig. 4. Normalize these 
normal vectors and shift the starting points of these normal 
vectors to 0,0,0 , then the end points of the normal vectors 
will fall on a sphere of radius 1, as shown in Fig. 5. It can be 
seen that the normal vectors on the same plane have the same 
or similar orientation, the normal end points of the cube 
markers are divided into five clusters on the sphere, while the 
normal end points of the cylinder markers are distributed on 
the equator or the North Pole. From this analysis, the normal 
vector distribution pattern characterizes the shape of local 
surface centers at 𝑓  or 𝑃 . Take the surface where 

𝑝  is located as an example to construct ℎ . The end 

point set of 𝑉 ,
,  is denoted as point set  𝑆 ,

,  after 

translation and normalization, and 𝑆 ,
,  falls on the sphere 

radius 1mm. Since the North Pole of the sphere needs to be in 
the same direction as 𝑣 , the sphere is first rotated in the 
direction according to the reference vector 𝑧 0,0,1 , using 
(2). The rotation matrix for aligning 𝑆 ,

,  is calculated 
using (3) and (4), and applied in (5). 

𝜔 𝑧 𝑣 𝑝 𝑤 ,𝑤 ,𝑤  (2) 

𝜃 𝑎𝑟𝑐𝑐𝑜𝑠
⋅

| |
  (3) 

𝑇 𝜔 cos 𝜃 𝐼 sin 𝜃 𝑢 1

cos 𝜃 𝜔 ⊗𝜔    (4) 

𝑈 ,
, 𝑇 ⋅ 𝑆 ,

,    (5) 

Then, a cube with edge length 2mm is generated for 
analyzing the aligned normal vector field. The center of cube 
is moved to origin, overlaps with the sphere of normal vector. 
It is further divided into 27 3 3 3  “bins” of equal size. 
The aligned normal vector end points 𝑈 ,

,  are then 
grouped into the bins for generating feature vector. Number of 
points in each bin is counted, and a 27-dimensional feature 
vector ℎ  is further generated with the bin count. 

 
Fig. 4. The normal vector of the markers. 

 
Fig. 5. Distributions of normal vector, left: CC, right: disc. 

C. Geometric markers detection 

When the distance of the local feature vectors ℎ  to 
ℎ  is minimum, the corresponding marker is said 
located at index 𝑗 . According to the cosine similarity and 
Pearson correlation coefficient [20], the index 𝑗  of the 
eigenvector most similar to ℎ  can be calculated from 
the set of eigenvectors, as shown in (6). Then, 𝑃
𝑝 : 𝑝 𝑝 𝑅  represents the set of points of the marker 

in the model. 

𝐽 𝑎𝑟𝑔 𝑚𝑎𝑥
∈

⋅
 6  

D. Alignment to the coordinate axes 

The orthogonal planes of 𝑃  were cut out by using 
RANSAC method with plane model. The points along the 
edges are used to calculate the orthogonal unit vector 
respectively for target axes X,Y,Z: 𝑥 𝑥 , 𝑥 , 𝑥  , 𝑦
𝑦 ,𝑦 ,𝑦   and 𝑧 𝑧 , 𝑧 , 𝑧  . 𝑝  is also found by 

the intersection point of the orthogonal planes, which is used 
to translate the input point cloud to the origin. The alignment 
matrix is then given by 𝑇 𝑥 𝑦 𝑧 . Denote the input 

original point cloud as 𝑃 𝑝 : 𝑟 1, … ,𝑅 , and 
the registered model point set is denoted as 𝑃
𝑝 : 𝑟 1, … ,𝑅 , where 𝑅 is the number of the pointset. 

The alignment can be done by, 𝑝 𝑇 ∙ 𝑝
 𝑝 . The registration result is shown in Fig. 6. 

IV. EXPERIMENT 

In this section, we are going to see the performance of the 
proposed registration method. CMM measurements of the 
implant tips are used as the gold standard for this experiment. 
The model with the labeled stent can be physically aligned to 
a CMM and the coordinates of the implant apex 𝑄  and 
neck 𝑄  were measured. The apex of the implant in the 
virtual domain is labeled as 𝑄  and the neck is labeled 
𝑄 , as shown in Fig.7. Three CMM measurements were 
performed for each subject. Denote the results obtained from 
the 3D mesh model acquired using CBCT, intraoral and lab 
scanner on resin casts as resin-CBCT, resin-Primescan and 
resin-Lab respectively; using lab scan on stone model as 
stone-Lab. 

The semi-automatic registration method is as follows: 1) 
select facets on the superior surface of CC and the disc in 
MeshLab; 2) Apply “Rotate to fit to a plane”; 3) manually 
translate the origin to CC and rotate to correct orientation. A 
reference implant mesh model was then used to align to the 
input image’s implant hence the apex and neck of implant, 
𝑄  and 𝑄 , can be computed. In the experiment, 



semi-auto method, the proposed method with and with using 
disc are compared. Experimental results are shown in Fig. 8, 
9, 10 and 11 respectively for resin-CBCT, resin-Primescan, 
resin-Lab and stone-Lab. In the current study, implant 
positions were measured with CMM and used as gold standard 
for benchmarking. The TRE is therefore the distance between 
the detected implant position in virtual computerized domain 
and the measurement from CMM. The corresponding results 
of automatic registration with CC achieves mean TRE 0.50 
mm, 0.36 mm, 0.43 mm, 0.46 mm; and CC with discs achieves 
mean TRE 0.43 mm, 0.37 mm, 0.44 mm and 0.48 mm. In 
semi-auto registration, it achieves mean TRE 0.52mm, 
0.53mm, 0.52mm and 0.50mm. 

 
Fig. 6. The registration result in 3 orthogonal views. 

 
Fig. 7. The implant in the model. 

V. CONCLUSION 

The proposed geometric coordination registration based 
on multiple surfaces achieves consistently better alignment 
results than semi-automatic method. It can work both on 
CBCT and OS scans. It is automatic so that operator 
variability can be eliminated. When space is allowed for 
fabricating discs, the registration error is even much smaller, 
particular CBCT. 

 

 

 
Fig. 8. TRE of resin-CBCT  using the proposed and semiauto methods. 

 

 
Fig. 9. TRE of resin-Primescan using the proposed and semiauto methods. 

 

 
Fig. 10. TRE of resin-Lab using the proposed and semiauto methods. 

 

 
Fig. 11. TRE of stone-Lab using the proposed and semiauto methods. 
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