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ABSTRACT
Fake news on social media has become a serious problem, and social 
media platforms have started to actively implement various interven-
tions to mitigate its impact. This paper focuses on the effectiveness of 
two platform interventions, namely a content-level intervention (i.e., 
a fake news flag that applies to a single post) and an account-level 
intervention (i.e., a forwarding restriction policy that applies to the 
entire account). Collecting data from China’s largest social media plat-
form, we study the impact of a fake news flag on three fake news 
dissemination patterns using a propensity score matching method 
with a difference-in-differences approach. We find that implementing 
a policy of using fake news flag influences the dissemination of fake 
news in a more centralized manner via direct forwards and in a less 
dispersed manner via indirect forwards, and that fake news posts are 
forwarded more often by influential users. In addition, compared with 
truthful news, fake news is disseminated in a less centralized and more 
dispersed manner and survives for a shorter period after a forwarding 
restriction policy is implemented. This study provides causal empirical 
evidence of the effect of a fake news flag on fake news dissemination. 
We also expand the literature on platform interventions to combat 
fake news by investigating a less studied account-level intervention. 
We discuss the practical implications of our results for social media 
platform owners and policymakers.
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Introduction

Online channels such as social media play an important role in information acquisition and 
dissemination [62]. However, these channels are increasingly affected by the spread of fake 
news, which should be addressed through substantial efforts, especially during serious 
social, political, and epidemiological crises like the COVID-19 pandemic of 2020. Unlike 
content disseminated through traditional channels such as newspapers and broadcasts, 
social media content can be created, modified, and spread in a much less rigorous way. It 
can be published by a layperson without sufficient knowledge of a topic, modified, and even 
distorted during dissemination, ultimately leading to serious and undesirable consequences. 
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For instance, as reported by CNN,1 a man in Phoenix, U.S., died of chloroquine phosphate 
poisoning after taking a product intended for cleaning fish tanks in the hope of recovering 
from COVID-19, after reading a post on social media advocating this as a treatment. 
Antonio Guterres, Secretary-General of the United Nations, alerted people to the “danger-
ous epidemic of fake news” on COVID-19 in the current situation and stressed that social 
media companies should take responsibility for tackling the spread of fake news.2

In line with this alert, social media platforms have implemented various interventions in 
recent years, including WhatsApp’s forwarding restriction to slow the spread of fake news,3 

Sina Weibo’s launch of its Community Management Center to detect fake news by social 
reporting,4 and Facebook’s fact-checking teams that verify the factuality of news stories.5 

Although these efforts to protect the credibility of information are recognized, the effec-
tiveness of platform interventions remains unclear [2,41,57]. We believe that it is urgent and 
important to examine the effectiveness of platform interventions with empirical evidence. 
This study thus performs a series of analyses to evaluate the effectiveness of platform 
interventions to limit the spread of fake news. Specifically, we study the effectiveness of 
platform interventions in terms of fake news dissemination and survival. We further divide 
fake news dissemination into three patterns to better understand the more nuanced impacts 
of platform interventions.

Previous studies focused primarily on the content-level platform intervention, which 
applies to a single piece of information. A fake news flag is a good example of the content- 
level intervention; it attaches a label to a post to indicate that the post is fake news 
[44,45,49]. The results of previous studies on its effectiveness mainly focus on the cognitive 
level. Several studies have shown that flagging fake news can reduce its believability and 
sharing intentions [17,44]. However, other studies have found that a fake news flag can be 
ineffective due to confirmation bias [45] and people’s habit of disregarding warnings [55]. 
These seemingly inconsistent findings based on psychological outcomes motivate us to 
investigate the influence of a fake news flag on people’s actual behavior in a more general-
izable setting. Many social media platforms, such as Twitter, do not prevent the spread of 
flagged fake news to ensure the practice of free speech, unless the harm caused by such fake 
news is extremely serious (i.e., a threat to national security).6 Besides, fake news may be 
continuously forwarded even after being flagged as it is most often more novel than real 
news [69]. Therefore, it is of great interest to understand how a fake news flag works in the 
real world. Instead of focusing on the psychological outcomes induced by a fake news flag, 
we take a different approach by using large-scale archival data collected from the field and 
exploiting a quasi-experiment to establish a causal relationship between a fake news flag and 
people’s sharing behaviors.

In addition to studying a fake news flag, we identify an important research gap in the 
relevant literature. As the impact of fake news has become increasingly serious,7 platforms 
have started to implement stricter regulations by imposing activity restrictions on accounts 
that publish fake news. We refer to this type of restriction as an account-level platform 
intervention. Unlike a fake news flag, which mitigates fake news by focusing on people’s 
cognitive processes [25], the restriction intervention directly controls the spread of fake 
news by limiting people’s engagement with fake news and inducing deterrence among 
accounts that intend to create and distribute fake news. However, there are concerns about 
the negative impacts of this intervention, as it may unintentionally restrict freedom of 
speech and block legitimate contents.8 It also takes time for the platform to discern the 
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legitimacy of a post [12]. Therefore, our work fills this research gap by empirically examin-
ing the effectiveness of the account-level intervention on fake news dissemination. As little 
is known about the impact of the account-level intervention, we also examine its effective-
ness in shortening the survival time of fake news. Contrary to popular belief, fake news may 
not be overwhelmed by a huge amount of information online and disappear quickly (within 
days) [58,66]. If fake news can survive for an extended period, it is more likely to be spread 
through likes, sharing, comments, and, more importantly, reading. Exposure to fake news is 
dangerous, as people may take action without seeking the truth. Therefore, stopping the 
early spread of fake news is important to minimize its damage and negative social impact. In 
this regard, in addition to scholarly implications, we believe that understanding the impact 
of the account-level platform intervention on the survival time of fake news is of great 
importance for practice.

This study leverages two interventions implemented by Sina Weibo, the largest social 
media platform in China: a fake news flag as a content-level intervention and a forwarding 
restriction policy as an account-level intervention. To this end, we empirically examine how 
these two platform interventions affect fake news and answer the following two research 
questions:

1. How does a content-level platform policy, i.e., fake news flags, affect fake news 
dissemination?

2. How does an account-level platform policy, i.e., forwarding restrictions, affect fake news 
dissemination and fake news survival?

Using natural language processing and propensity score matching (PSM), we obtain 
a matched sample of fake news and truthful news to alleviate potential endogeneity issues 
for empirical analysis. We first study the impact of a fake news flag by using a difference-in- 
differences (DiD) approach. This specification helps us to identify a causal relationship 
between a fake news flag and fake news dissemination. We find that a post is distributed 
through more direct forwards than indirect forwards after being marked as “fake news.” 
Furthermore, a fake news flag encourages influential users to spread fake news posts to 
confirm its falsehood. Next, we estimate the impact of implementing a forwarding restric-
tion policy by using the matched sample and controlling for the observable characteristics of 
the post and the user. Our results show that a forwarding restriction policy affects fake news 
and truthful news differently. Compared with truthful news, fake news is disseminated in 
a less centralized but more dispersed manner and has a significantly shorter survival time 
after the implementation of a forwarding restriction policy.

Overall, we find that a fake news flag and a forwarding restriction policy have different 
effects on fake news, with the former leading to more centralized and less dispersed 
dissemination of fake news and the latter yielding the opposite pattern. These results are 
not contradictory, as fake news flag and forwarding restriction policy are theorized as two 
different types of platform intervention. Therefore, their different influences on fake news 
dissemination are expected and can be explained by two mechanisms. The impact of a fake 
news flag on fake news is explained by the reduction of content ambiguity [35], which 
affects the weak ties of the fake news publishing account, whereas the impact of 
a forwarding restriction policy on fake news is explained by relational concerns arising 
from the strong ties [71]. In practice, these findings can inform social media platforms 
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about designing interventions to combat the spread of fake news. Although the account- 
level intervention seems to represent a “one-size-fits-all” policy, our results suggest that it 
does not affect the normal and desirable dissemination of truthful news.

This study contributes to the literature on platform interventions to combat fake news on 
social media. We provide empirical evidence based on field data of the causal impact of the 
content-level intervention (i.e., fake news flag) on fake news dissemination, which extends 
previous findings based on cognitive outcomes to actual behaviors by examining the 
practical importance of and capacity for flagging fake news to reduce its harm and social 
impact. We further investigate a less studied account-level intervention (i.e., forwarding 
restriction policy) and shed light on its effectiveness in mitigating the spread of fake news.

The rest of this paper is organized as follows. In the next section, we summarize the 
related literature and identify research gaps. In Section 3, we theorize the impacts of the two 
platform intervention policies on fake news. In Section 4, we introduce the research context 
and describe the data collected for the study. In Section 5, we propose our identification 
strategies. In Section 6, we present and discuss the research results. We discuss the 
contributions and limitations of this study in Section 7 and conclude our study in Section 8.

Related Literature

Fake News on Social Media

Fake news refers to news posts with deceptive intentions and false content [1,34]. Fake news 
also strongly overlaps with other deceptive information such as misinformation (false or 
misleading information) and disinformation (false information that is purposely spread to 
deceive people) [41]. As social media has changed the way news is created and consumed, 
such that people typically only read headlines or watch short videos,9 we define fake news in 
a broader sense as any information that is intentionally and verifiably false and could 
mislead readers.

The issue of fake news on social media has received much attention in previous studies 
[1,33,45,69], given its huge impact on politics, social crises, and other aspects of social life. 
One strand of the literature focuses on the empirical analysis of fake news dissemination, 
using descriptive analyses to examine dissemination patterns in terms of post and user 
characteristics [42,46,65,69]. For instance, Vosoughi et al. [69] found that fake news spreads 
farther, faster, deeper, and more broadly than truthful news across various topics, including 
politics, terrorism, and natural disasters. In addition to these static characteristics, previous 
studies have adopted a dynamic perspective to study fake news dissemination with infor-
mative results [32,65]. For example, Sutton et al. [64] explored how users’ follower-followee 
networks can influence the transmission of crisis information from a social network 
perspective. Tang and Ng [66] examined the forwarding behavior of users and found that 
more forwards are associated with a longer survival time of fake news on social media. The 
characteristics of fake news recipients have also been examined. For example, in the context 
of the 2016 U.S. presidential election, studies have shown that people who were older 
[21,23], politically conservative [21,23], and heavily involved in political news [21] were 
more likely to engage with fake news.
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Another strand of the literature focuses on the psychological mechanisms or conse-
quences of users exposed to fake news on social media. Several studies have posited the 
existence of confirmation bias, arguing that users tend to believe news that confirms their 
prior beliefs, regardless of the authenticity of its content [33,34]. When encountering 
information that does not align with their prior beliefs, individuals experience cognitive 
dissonance [24] and tend to resolve such dissonance by rejecting new information, as this 
often requires less effort than changing one’s beliefs. Other mechanisms, such as fluency via 
prior exposure [50], laziness or lack of reasoning [51], and cognitive and affective engage-
ment [42], have also been proposed to explain why people are susceptible to fake news. In 
terms of outcomes, previous studies have focused on perceived believability [33,34,45], 
engagement with the news (e.g., read, like, comment, and share) [33,34,43,45,47,49], and 
fact-checking behavior [68].

In summary, studies have investigated several aspects of fake news, including the 
characteristics of fake news content, publishers, and receivers; the mechanisms behind 
people’s susceptibility to fake news; and individuals’ attitudes and behavioral outcomes 
when exposed to fake news on social media. However, to the best of our knowledge, 
relatively few studies have used field data to investigate platform interventions aimed at 
changing people’s behavior toward fake news.

Platform Interventions to Combat Fake News

Aside from understanding the phenomenon of fake news per se, previous studies have 
focused on platform interventions as mitigation strategies to detect [23,34] and stop 
[1,2,14,18,33] the spread of fake news. Most empirical studies of platform interventions, 
as summarized in Table 1, have focused on the content-level intervention, which only 
regulates one piece of information on social media. A fake news flag is a commonly studied 
content-level intervention, but the results of previous studies on its effectiveness are mixed.

For instance, Moravec et al. [44] showed that flagging fake news along with training on 
the meaning of the flag could significantly reduce the believability of fake news. They also 
showed that conducting flagging interventions to trigger subconscious processing (i.e., by 
displaying a visual “stop” sign when flagging fake news), deliberative reasoning (i.e., by 
displaying a text argument when flagging fake news), or a combination of these two 
approaches can effectively reduce the believability of fake news on social media. Garrett 
and Poulsen [17] reported that publishers’ self-identified flags could reduce people’s beliefs 
and sharing intentions regarding inaccurate messages. However, Moravec et al. [45] found 
that although a fake news flag can trigger increased cognitive activity in people, it cannot 
affect their judgments about the truth due to confirmation bias. In the same vein, Ross et al. 
[55] studied a fake news flag with additional manipulation (either a normal warning 
message indicating that the focal information was disputed by the third party or 
a negatively framed risk-handling advice) and found no significant effect of the flag on 
fake news. Considering the interaction between a fake news flag and the reputation of the 
information source, Figl et al. [14] found that although the flag may reduce the believability 
of fake news, this effect is weakened if the source of that fake news has a good reputation. 
Recently, Pennycook et al. [49] suggested that a fake news flag induces an implied truth 
effect so that unflagged fake news headlines are considered valid and more accurate by 
default.
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The literature mainly addresses the effectiveness of a fake news flag based on cognitive 
and psychological outcomes, such as content believability and sharing intentions. To the 
best of our knowledge, little research has focused on changes in people’s actual behavior in 
response to a fake news flag. Understanding this effect is crucial for fake news research, as 
the ultimate goal of any platform intervention is to stop the spread of fake news. In this 
regard, this study considers a more generalizable setting that exploits field data to investi-
gate the effectiveness of flagging deceptive content by examining changes in people’s 
sharing behavior. In particular, we aim to understand how a post is disseminated after 
being flagged as fake news.

In light of the huge impact of fake news on society, social media platforms have started to 
take a proactive approach by restricting the activities of accounts that publish deceptive 
information. This imposition of restrictions is considered an account-level intervention. 
Algorithms have been developed to detect and remove malicious and bot accounts created 
solely to spread fake news [59]. In addition, network-based methods have been proposed to 
stop the spread of fake news by identifying a set of accounts to monitor [59] or by 
controlling the flow of information through suspicious accounts [3]. Nevertheless, the 
effectiveness of this type of platform intervention has been less studied, as shown in 
Table 1. The account-level intervention is expected to be a better fake news mitigation 
strategy, as it not only regulates isolated fake news but also prevents the account publishing 
this fake news from performing activities such as forwarding posts or being followed by 
other accounts. This intervention should trigger inhibitory emotions such as fear and dread 
among accounts with the intent to deceive, effectively deterring them from creating and 
spreading fake news [52]. However, this account-level intervention may be detrimental to 
the freedom of speech and might inevitably hinder the normal circulation of credible 
information, i.e., truthful news. Therefore, it is theoretically and practically important to 
study the account-level intervention and its impact on the dissemination of fake and 
truthful news.

Hypothesis Development

Conceptualization of Dissemination Characteristics

The main objective of this study is to examine how content-level and account-level platform 
interventions affect fake news dissemination. We define “the dissemination of a post” as 
a directed network, with each node representing an account and each link representing 
a forwarding of the post by the account. We then divide the dissemination of posts into 
three patterns, namely centrality, dispersibility, and influenceability.

Centrality captures the centralized distribution of a post by counting its direct forwards. 
This pattern is commonly considered when studying information diffusion [18,21,25]. In 
our context, high centrality indicates that a post receives more direct forwards than indirect 
forwards. Dispersibility captures how far and deep a post is distributed in its dissemination 
network. Vosoughi et al. [69] captured this dissemination characteristic through structural 
virality [19] and documented that fake news spreads significantly farther, deeper, and more 
broadly than truthful news. In this study, we propose a similar but more accurate measure 
than structural virality to represent the dispersibility of fake news, in which a post with high 
dispersibility indicates that it spreads farther and deeper than a post with low dispersibility. 
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Finally, influenceability captures whether a post is widely disseminated to other accounts 
through a few direct forwards. The literature suggests that influential users help to facilitate 
the cascade and spread of information [11,72]. Therefore, a few direct forwards of a fake 
news post can also reach many other accounts if it is forwarded by influential users. We 
represent influenceability as the reach of a post that is distributed through influential users.

Our three proposed dissemination patterns correspond to basic and commonly used 
measures in social networks, namely degree centrality, closeness centrality, and eigenvector 
centrality [19,56,73]. These three measures use various concepts of social networks, such as 
degree [56], shortest path, interconnectedness [40], social influence [73], and power [15], to 
capture the main aspects of a post dissemination network.

Effect of the Content-Level Intervention: Fake News Flag

To identify the effect of a fake news flag on post dissemination patterns in terms of centrality 
and dispersibility, we first draw on social tie theory and define two types of social ties for an 
account: strong ties and weak ties [20]. Strong ties refer to proximate followers who can 
forward posts directly from the focal account, and weak ties refer to other users with more 
than one degree of separation from the focal account [71]. Due to the homophily of strong 
ties, followers are more likely to have the same views and beliefs as the focal account 
[22,38,48]. Therefore, the forwarding behavior of strong ties is not affected by a fake news 
flag due to confirmation bias [33,34,45].

In contrast, weak ties are distant followers who are less likely to have the same views 
and beliefs as the focal account. The forwarding behavior of weak ties is thus affected by 
a fake news flag that reduces the ambiguity of the post and eliminates the followers’ need 
for information verification. Rumor theory suggests that ambiguity is an important 
factor that leads to fake news dissemination [35]. For example, Rosnow [54] proposed 
that uncertainty is a major predictor of rumor generation and transmission. Oh et al. 
[46] found that the ambiguity of the information source is a significant predictor of 
rumor dissemination in the context of a social crisis. Therefore, before a post is identified 
as fake news, its authenticity is ambiguous to its audience. As individuals experience 
a lack of reliable information in an ambiguous situation, they tend to engage in 
information seeking, sharing, and elaboration to resolve information uncertainty, 
incompleteness, or incongruence [32,46]. With a fake news flag, the ambiguity is lifted 
because the post is verified as fake news. In line with this reasoning, we predict that 
flagging fake news will reduce its ambiguity, preventing it from spreading farther and 
more broadly through weak ties. Therefore, we expect that a fake news flag leads to more 
centralized and less dispersed dissemination of fake news and propose the following 
hypotheses: 

H1a: A fake news flag increases the centrality of the fake news dissemination network.

H1b: A fake news flag decreases the dispersibility of the fake news dissemination network.

Regarding the influenceability of the fake news dissemination network, influential users 
with many followers are expected to behave more cautiously to protect their authenticity, 
good reputation, and good public relations [4,13]. They tend to avoid disseminating an 
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ambiguous post until it has been verified but will forward verified fake news to help dispel it 
so that their followers are not fooled or confused by fake news posts. As a result, we expect 
influential users to be more likely to spread a post after it is flagged as fake news, as the 
ambiguity regarding its authenticity is removed. Accordingly, we propose the following 
hypothesis: 

H1c: A fake news flag increases the influenceability of the fake news dissemination network.

Effect of the Account-Level Intervention: Forwarding Restriction Policy

Unlike the content-level intervention that targets post of questionable reliability, the 
account-level intervention targets malicious accounts and imposes severe punishment 
to combat the spread of fake news. It can be a very efficient strategy to fight the wave of 
fake news, as accounts are completely blocked from posting deceptive information. 
However, as mentioned above, this intervention can also cause fear and concern among 
legitimate accounts about publishing trustworthy content and may restrict freedom of 
speech and the spread of truthful news. Research has also suggested that blocking 
malicious accounts is problematic if the decision is not transparent and publicly asses-
sable [41]. We thus aim to empirically investigate this less studied platform intervention 
for better policy design.

To explain the relationship between a forwarding restriction policy and fake news 
dissemination, we argue that the strong ties and weak ties of an account differ with respect 
to their relational aspect [71]. Specifically, compared with weak ties, strong ties have a high 
level of emotional closeness and a strong proximate interpersonal relationship with the focal 
account [63,71]. When an account publishes a post whose authenticity is uncertain, strong 
ties tend to avoid forwarding that post by considering that the account may be punished 
with an activity restriction. For weak ties with less relational consideration, their forwarding 
behavior is less likely to be affected by a forwarding restriction policy. Taken together, there 
will be fewer direct forwards made by the strong ties but relatively more indirect forwards 
made by the weak ties, leading to less centralized and more dispersed dissemination of fake 
news. Therefore, we propose the following hypotheses: 

H2a: Fake news is disseminated in a less centralized manner after the implementation of 
a forwarding restriction policy.

H2b: Fake news is disseminated in a more dispersed manner after the implementation of 
a forwarding restriction policy.

In terms of influenceability, as discussed earlier, influential users’ forwarding behavior 
tends to be largely affected by reputational concerns because they feel more accountable 
for their behavior in the presence of a large audience. In other words, influential users 
decide to forward a post by considering whether this forwarding will harm their reputa-
tion or not. Unlike a fake news flag, which clearly alleviates the problem of sharing fake 
news by reducing its ambiguity, a forwarding restriction policy does not affect the 
forwarding behavior of influential users in a predictable direction. On the one hand, 
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influential users may become more active in forwarding posts to protect the practice of 
free speech [5]. On the other hand, they may choose to share fewer posts to avoid 
forwarding fake news that would damage their reputation [4,13]. In line with this reason-
ing, we consider the effect of a forwarding restriction policy on the influenceability of fake 
news dissemination as an empirical question, and we do not formally propose 
a hypothesis here.

Using a forwarding restriction policy is an effective way to stop the spread of fake news, 
as it restricts the activities of the fake news publishing account instead of just warning others 
about fake news. Although our above hypotheses posit that fake news will be disseminated 
in a more dispersed manner with a forwarding restriction policy, the impact of fake news 
should be limited because the strong ties of the fake news publishing account are unlikely to 
forward fake news due to relational concerns. As a result, the number of fake news forwards 
will be significantly reduced, ultimately leading to the faster and earlier disappearance of the 
post. Therefore, we propose the following hypothesis: 

H2c: Fake news has a shorter survival time after the implementation of a forwarding restric-
tion policy.

The next section describes the empirical context and data to test the proposed 
hypotheses.

Empirical Context and Data

Sina Weibo and Sina Community Management Center

Sina Weibo is one of China’s largest and most popular microblogging websites. Launched by 
Sina Corporation on August 14, 2009, Sina Weibo has grown dramatically and had over 
497 million monthly active users in the third quarter of 2019.10 Faced with the growing threat 
of fake news, Sina Weibo launched a Community Management Center11 in May 2012 to take 
advantage of the collective intelligence of community users to control the spread of fake news. 
The center relies on a social reporting system, through which users can report a post if they 
believe it to be harmful information (e.g., a threat to national security, misleading advertising, or 
obscene information), a message related to personal attacks, or fake news (“misinformation”).12 

This report is posted publicly, with details including the reporting user’s ID, reasons for 
reporting, reported post, and processing stage (e.g., stage of proof, judgment, and publicity).

According to Sina Weibo Community Management Regulations,13 a reported post will 
be accepted for validation only if 1) the post has been forwarded more than 100 times or 2) 
the post has been reported by more than 10 users. We believe that this rule validates our 
study, as we can avoid issues such as malicious and indiscriminate reporting. We focus on 
posts that are reported and verified as fake news and exclude those being reported as 
harmful information, as the latter will be directly assessed and removed by the platform 
and will not be allowed to be freely distributed. We also exclude all posts related to personal 
attacks, as they do not necessarily contain fake content.
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Content-level and Account-level Platform Interventions on Sina Weibo

Using the launch of this Community Management Center, we focus on two interventions 
implemented by Sina Weibo: a content-level intervention, i.e., fake news flag, and an 
account-level intervention, i.e., forwarding restriction policy.

Sina Weibo introduced the fake news flag on May 28, 2012, alongside the launch of its 
Community Management Center. Fake news is flagged with a message stating that “this 
post is identified as fake” after being reported and verified. Along with this warning 
message, users can follow the hyperlink, which directs them to the web page of the 
Community Management Center. This page provides users with various information 
about the fake news post, including the reporting time, the reporter, the reported proof, 
and the assessment process. Figure 1 shows a screenshot of this assessment page.

On August 30, 2013, Sina Weibo implemented a forwarding restriction policy based on 
a credit scoring system. The credit scoring system punishes users with score deductions for 
misbehavior, such as publishing fake news, and the number of deductions increases with the 
number of fake news forwards. As the number of forwards increases, an account’s credit 
score will be continuously reduced until it reaches a certain low value and the account’s 
activities are restricted, e.g., posts can no longer be forwarded by others. Before August 30, 
2013, no form of punishment prevented users from engaging with accounts with low credit 
scores. However, after the implementation of the forwarding restriction policy (August 30, 
2013), accounts with a credit score of fewer than 60 points are restricted automatically by 
preventing their posts from being forwarded by others, regardless of the content. Accounts 
with a credit score of fewer than 40 points are further restricted by hiding all their posts 
from their followers. To emphasize again, the forwarding restriction policy intervention 
takes effect at the account level and naturally influences all posts from restricted accounts, 
even if the content is truthful. As this platform intervention is unexpected or unpredictable, 
we consider it an exogenous shock to platform users and examine its impact on the 
dissemination of both fake and truthful news. Figure 2 shows how the intervention works 
to prevent platform users from forwarding fake news.

Figure 1. Fake News Assessment Page from Sina Weibo
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Sina Weibo Datasets

To analyze the effects of the two platform interventions on fake news, we obtain our datasets 
from Sina Weibo through its open API.14 The Sina Weibo API provides a comprehensive 
interface to capture all relevant information of a post and its forwards. We restrict our sample to 
all posts published after June 2012, as the Community Management Center was officially 
launched on May 28, 2012. We then focus on a 2-year period, from June 2012 to May 2014. 
We identify a set of known fake news posts from the Community Management Center and only 
focus on posts reported as fake news by users. Notably, in addition to user reporting, Sina Weibo 
proactively identifies fake news either manually or by using machine learning algorithms. These 
fake news posts are likely to be identified quickly after publication due to sensitive keywords and 
images and then be deleted immediately. Therefore, they are unlikely to be disseminated and are 
not appropriate for our analysis of fake news dissemination pattern and survival. This proactive 
detection of fake news can also be seen as a form of censorship and is out of our scope. 
Therefore, we limit our scope to only fake news identified by the social reporting system rather 
than the platform. Based on our screening process, our dataset contains 1,514 fake news posts 
and all their forward/comment messages from 409,020 Weibo users. This sample of fake news 
posts covers various topics such as local news, international politics, and life-related news. In 
addition, we collect over 50,000 truthful news posts published during the same sample period.

For each post, we have information on the number of forwards, comments, likes 
received, and pictures included. We also know from which source the post is published 
(e.g., iPhone, website, or desktop app). In addition to post-specific information, we obtain 

Figure 2. Forwarding Restriction Policy Intervention from Sina Weibo
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user-specific information, including gender, self-description, number of posts, number of 
followers, number of friends, verification status, location, and account age. For all fake news 
posts, we collect their reported date.

Operationalization of Variables

We study two platform interventions that are represented by two variables. For the fake news 
flag, we define Marked as a binary variable indicating the time before and after the flag, with 
a value of 1 when a post was flagged as fake news and 0 otherwise. For the forwarding 
restriction policy, we define Restriction as equal to 1 if a post was published after the 
implementation date of the restriction (August 30, 2013) and 0 otherwise. Of the 1,514 fake 
news posts, 137 were published after the implementation of the forwarding restriction policy.

For variables that capture the post dissemination patterns, two are directly adopted 
from the literature and one is adapted with minor modifications [40]. Centrality is 
measured by the standardized out-degree centrality score of a post in its dissemination 
network. Influenceability is measured by the eigenvector centrality score of a post in its 
dissemination network. Dispersibility is measured by taking the reciprocal of the standar-
dized closeness centrality score of a post. As mentioned earlier, previous studies have used 
structural virality to capture the dispersibility of the spread of fake news [69]. This 
measure considers the average distance between all pairs of nodes in the dissemination 
network and is less accurate and reliable than our proposed measure that only considers 
the average distance between the focal node and all other nodes. When measuring the 
dispersibility of a post, we treat its dissemination network as an undirected network 
because forwarding is unidirectional, which causes a problem when calculating the short-
est paths between nodes. Note that Centrality and Dispersibility are defined in a relative 
sense, as the two variables are based on standardized scores, although their rates of change 
are different. For example, centrality can decrease dramatically without a significant 
increase in dispersibility if indirect forwards occur within a few degrees of the focal 
account.

Following Tang and Ng [66], we operationalize fake news survival by two variables: 
Discovery time and Stopping time. Discovery time is measured (in minutes) by the time 
between the published time and the reported time. It captures how fast a post is identified 
and reported to the platform as fake news. Stopping time is measured (in minutes) by the 
time between the reported time and the time of the last reply (either a forward or 
comment), which serves as a proxy for fake news survival rather than an exact measure. 
As fake news has an effect when people read, comment, and forward it, an exact survival 
time should be measured by the time between the reported time and the time when no 
more users interact with that fake news post. However, it is impossible to identify whether 
any individual has read that fake news post or not. Thus, we consider the last observable 
user engagement as the length of time that fake news can survive after being verified and 
labeled.

Fake is a binary variable indicating whether a post is a fake news or not. Finally, to 
account for the heterogeneity of the post and user characteristics, we use a comprehensive 
set of control variables. The definitions of all variables used in this study are summarized in 
Appendix A. The summary statistics of the fake news variables are reported in Table 2.
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Empirical Methodology

We first use two matching strategies to alleviate potential selection bias and hetero-
geneity concerns to examine how the two platform interventions affect fake news 
dissemination.

Matching Strategies

Content-Based Matching: Latent Semantic Analysis
The first matching strategy is based on the idea of textual similarity, in which we match fake 
news and truthful news so that they are semantically similar. The basic logic is to quantify 
the news content in a numerical representation using natural language processing techni-
ques and then apply similarity measures (e.g., cosine similarity and Euclidean distance) to 
infer semantic similarity between news posts. This approach has been implemented in 
various applications, such as collaborative filtering [29], incident risk factor identification 
[60], business proximity analysis [61], copycat detection [70], and customer agility mea-
surement [74].

We start with truthful news posts. Due to the highly noisy dataset, a preliminary step is 
implemented to manually remove all posts that are (1) meaningless (with only emojis, 
numbers, or fewer than five words), (2) advertisements, and (3) forwarded posts. We 
remove all meaningless posts because they are not suitable for our content-based matching 
strategy. We ignore advertisements to avoid comparison with fake news posts, which are 
expected to be different from truthful news posts. Finally, we exclude forwarded posts 
because they are used to construct the post dissemination network. As a result, we obtain 
23,535 truthful news posts, which are matched to our 1,514 fake news posts for further 
processing. We then tokenize all posts into a bag-of-words dictionary and remove all stop 
words and punctuation. Thus, each post is represented by a word vector, and each vector 
value indicates the frequency of a word occurring in the corresponding post. The term 
frequency-inverse document frequency (TF-IDF) technique is applied to all posts to 
normalize their corresponding word vectors. The result is a word-by-post matrix, with 
each row representing a post, each column representing a unique word, and each cell 
representing the TF-IDF value of the word in the post.

Next, we apply latent semantic analysis (LSA)15 to the word-by-post matrix to reduce the 
dimensionality and independency between words [39]. A dimensionality of 300 is chosen 
for LSA so that each word vector of a post is decomposed into a 300-dimensional feature 
vector. Finally, we match each fake news post to one or two truthful news posts based on the 
smallest angle calculated from the cosine similarity between their feature vectors. As 
a result, we obtain a matched sample of 1,586 truthful news posts and 1,514 fake news 
posts. The performance of the content-based matching method is reported in Appendix B1. 
Table 3 reports the summary statistics for truthful news posts after content-based matching.

Post-Based Matching: Propensity Score Matching
Based on the content-based matched sample, we implement a second matching strategy to 
control for post and user characteristics using the propensity score matching (PSM) 
approach [53]. This strategy helps us remove non-comparable fake and truthful news 
posts to minimize estimation bias arising from the post and user characteristics. One-to- 
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one matching is implemented with a caliper size of 0.01. The matching procedures and 
performance assessment are reported in Appendix B2. With both matching strategies, we 
obtained a matched sample of 703 fake news posts and 703 truthful news posts for 
regression analysis.

Regression Analysis

We first use the fake news flag intervention implemented by Sina Weibo to establish the 
causal impact of the platform intervention on fake news dissemination. As the fake news 
flag is only applied to fake news but not truthful news, we can consider a quasi-experimental 
design based on a matched DiD sample to tease out unobservable characteristics of posts 
that may bias our estimation [10,37]. The matched sample of truthful news posts is then 
used as the quasi-control group to reveal the impact of flagging on fake news dissemination. 
The following model specification is estimated: 

Disseminationit ¼ β0 þ β1Fakei þ β2Markedt þ β3Fakei �Markedt þ εit; (1) 

where Disseminationit is one of the three dissemination variables of post i measured up to time 
t, Fakei indicates whether post i is fake news, Markedt is coded as 0 if t is before the flagged 
time and 1 otherwise, and t represents the daily time range from three days before to three 
days after the flagged time. A major challenge is that fake news posts have different discovery 
and end times. For instance, one fake news post may be identified three days after its 
publication and stop spreading five days after, and another fake news post may be identified 
two months after its publication and stop spreading one month later. To overcome this 
challenge, we focus on the dissemination patterns three days before and three days after the 
flagged date of a fake news post, which corresponds to one week. To do so, we perform time 
matching between the matched fake news and truthful news pairs to align the unflagged 
period before the fake news post is identified. Figure 3 illustrates our identification strategy. 
Consider a pair of matched posts. The fake news post was published on April 12, 2013, and 

Figure 3. Illustration of the Identification Strategy for the Fake News Flag
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discovered on May 12, 2013, and the truthful news post was published on February 28, 2013. 
We compare the dissemination patterns of the fake news post three days before and after 
May 12, 2013. As it took 30 days for the fake news post to be discovered, we also use 30 days to 
identify a matched period of the matched truthful news post for comparison. From Figure 3, 
we subsample fake news posts between May 9, 2013, and May 15, 2013, and truthful news 
posts between March 27, 2013, and April 2, 2013, and specify a DiD strategy during this 
matched period. As some fake news posts only last for a very short time (e.g., less than a day), 
we exclude these and their matched truthful news posts, which leads to a matched sample of 
1,014 pairs for our DiD analysis.

Our next model uses the forwarding restriction policy intervention implemented on 
August 30, 2013. As this intervention affects both fake and truthful news, we are interested 
in examining its different impacts on the dissemination of fake and truthful news. Our 
regression framework is specified below: 

Disseminationit ¼ β0 þ β1Fakei þ β2Restrictiont þ β3Fakei � Restrictiont þ ControlVarsi
þ γt þ εit;

(2) 

where Disseminationit is one of the three dissemination variables of post i published at time 
t, measured up to the post’s end time; Restrictiont is coded as 0 if t is before the imple-
mentation date of the forwarding restriction policy and 1 otherwise; ControlVarsi represents 
time-invariant post control variables; γt represents week fixed effects; and t represents the 
daily time range throughout our analysis period. The coefficient of the interaction term 
revealed by β3 helps us to determine how fake news is disseminated after the forwarding 
restriction policy is implemented. We use our matched sample of 1,406 pairs obtained from 
the content-based and post-based matching approaches for this model specification. An 
illustration of this analysis framework is presented in Figure 4.

Finally, to examine the impact of the forwarding restriction policy on fake news survival, 
we specify two regression frameworks for a more comprehensive analysis. The first regres-
sion is an ordinary least squares (OLS) regression specified below: 

Timeit ¼ β0 þ β1Restrictiont þ ControlVarsi þ γt þ εit; (3) 

Figure 4. Illustration of the Identification Strategy for the Forwarding Restriction Policy
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where Timeit represents either the logarithm of Discovery time or Stopping time of fake news 
i measured at time t, and t represents the daily time range throughout our analysis period. 
The advantage of this framework is that we can incorporate time fixed effects γt to account 
for potential time-induced and trend effects. The second regression is a Cox proportional- 
hazards framework commonly used to investigate how multiple covariates are simulta-
neously related to survival time: 

hðTimeitÞ ¼ h0ðTimeitÞ � exp β1Restrictiont þ ControlVarsi
� �

; (4) 

where h(·) is the hazard function and h0(.) the baseline hazard function with all variables set 
to 0. This framework is a natural choice because our variable of interest is the survival time 
of fake news. However, the two limitations of this framework are the lack of data censoring, 

Figure 5. Model-Free Evidence of the Effect of the Fake News Flag on Fake News Dissemination
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as all fake news posts are eventually identified, and the proportional hazards assumption, 
which precludes the incorporation of time fixed effects. Therefore, we implement both 
frameworks to complement each other’s limitations for a robust analysis of the impact of 
this platform intervention.

Results

Effect of the Fake News Flag on Fake News Dissemination

We present the results of our main analyses in this section. We first assess the parallel trend 
assumption in Figure 5. Figure 5 shows a sharp change in centrality, dispersibility, and 
influenceability after the intervention, which provides us with model-free evidence of the 
effect of the fake news flag. We also analyze pre-treatment trends to verify the parallel trend 
assumption and report the results in Appendix C. Table 4 reports the DiD regression 
results. We find that the intervention has a positive and significant impact on the centrality 
(β ¼ 0:055; p<0:01) of fake news, which means that after a fake news post is flagged as 
such, it is more likely to be disseminated through direct forwards (H1a is supported). We 
also find that the flag has a significant and negative effect on the dispersibility 
(β ¼ � 0:250; p<0.01) of fake news, which means that fake news is less likely to be forwarded 
to distant others after the intervention (H1b is supported). Moreover, the intervention has 
a significant and positive impact on the influenceability (β ¼ 0:903, p< 0:01) of fake news. 
In other words, the flag encourages influential users to forward fake news posts (H1c is 
supported).

To identify the underlying mechanism, we test whether the ambiguity of fake news 
decreases after being flagged as such. We perform a content analysis on all fake news 
forwarding comments. We use a popular psycholinguistic dictionary, the Linguistic Inquiry 
and Word Count (LIWC) constructed by Tausczik and Pennebaker [67], to infer the extent 
of ambiguity for each fake news forwarding comment [27, 28]. We consider the two most 

Table 4. Effect of the Fake News Flag on Fake News Dissemination
Centrality Dispersibility Influenceability

Fake -0.007 
(0.005)

0.017 
(0.030)

-0.093*** 
(0.030)

Marked 0.000 
(0.007)

0.000 
(0.032)

0.000 
(0.033)

Fake × Marked 0.055*** 
(0.012)

-0.250*** 
(0.045)

0.903*** 
(0.012)

Log Likelihood 68 -9,639 -9,788
Observations 1,014 1,014 1,014

Notes. *, ** and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively. Standard errors are displayed in 
parentheses under the coefficient estimates.

Table 5. Ambiguity Analysis
Condition Tentative Word Usage Affective Word Usage

Before fake news flag 0.137 (0.401) 7.282 (5.595)
After fake news flag 0.100 (0.339) 5.036 (5.456)
Within-subject t-test 2.671*** 13.048***
Observations 1,250 1,250

Notes. *** indicates statistical significance at the 1% level. Mean values are displayed with standard errors in parentheses.
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relevant word categories: Tentative and Affect. We expect the reduced ambiguity of fake 
news after being flagged to be reflected by the reduced use of tentative words, such as 
“maybe,” “perhaps,” and “guess,” in forwarding comments. We also expect a reduced use of 
affective words in forwarding comments, as ambiguity is strongly associated with various 
emotions such as anxiety and worry [9,16]. We only focus on fake news with forwarding 
comments containing at least one tentative or affective word, resulting in a sample of 1,250 
fake news posts for analysis. We then perform a within-subjects t-test to statistically 
compare the proportions of tentative or affective words used in fake news forwarding 
comments before and after the implementation of the fake news flag. Table 5 shows 
a significant decrease in the use of tentative and affective words in forwarding comments 
after a post is flagged as fake news, which supports our conjecture that the fake news flag can 
reduce the ambiguity of fake news.

Table 7. Effect of the Forwarding Restriction Policy on Fake News Dissemination
Centrality Dispersibility Influenceability

Fake 0.042 
(0.029)

0.108 
(0.103)

-0.182 
(0.119)

-0.450 
(0.424)

-0.230*** 
(0.068)

0.051 
(0.240)

Restriction -0.058 
(0.090)

-0.069 
(0.101)

0.356 
(0.366)

0.248 
(0.413)

-0.298 
(0.211)

-0.259 
(0.233)

Fake × Restriction -0.338* 
(0.179)

1.471** 
(0.736)

-0.102 
(0.416)

ln(Forward) -0.102*** 
(0.008)

-0.098*** 
(0.008)

0.274*** 
(0.034)

0.259*** 
(0.035)

-0.879*** 
(0.020)

-0.894*** 
(0.020)

ln(Comment) 0.068*** 
(0.006)

0.067*** 
(0.006)

-0.104*** 
(0.026)

-0.108*** 
(0.026)

-0.095*** 
(0.015)

-0.095*** 
(0.015)

ln(Like) 0.005 
(0.006)

0.009 
(0.006)

-0.084*** 
(0.022)

-0.075*** 
(0.023)

-0.041*** 
(0.013)

-0.021 
(0.013)

ln(Picture) -0.010 
(0.023)

-0.012 
(0.023)

-0.201** 
(0.094)

-0.143 
(0.093)

0.220*** 
(0.054)

0.252*** 
(0.053)

Description 0.018 
(0.025)

0.002 
(0.025)

-0.206** 
(0.102)

-0.160 
(0.101)

-0.055 
(0.059)

-0.050 
(0.057)

Gender 0.034*** 
(0.011)

0.033*** 
(0.010)

-0.079* 
(0.043)

-0.089** 
(0.042)

0.009 
(0.025)

0.015 
(0.024)

ln(Message) -0.018*** 
(0.004)

-0.012*** 
(0.004)

0.115*** 
(0.017)

0.122*** 
(0.018)

-0.043*** 
(0.010)

-0.037*** 
(0.010)

ln(Follower) 0.039*** 
(0.003)

0.041*** 
(0.003)

-0.152*** 
(0.012)

-0.155*** 
(0.012)

0.042*** 
(0.007)

0.034*** 
(0.007)

ln(Friend) -0.020*** 
(0.004)

-0.017*** 
(0.004)

0.036** 
(0.018)

0.030* 
(0.018)

-0.009 
(0.010)

0.000 
(0.010)

ln(Account Age) 0.001 
(0.007)

-0.006 
(0.007)

-0.041 
(0.029)

-0.027 
(0.030)

-0.011 
(0.017)

-0.024 
(0.017)

ln(Length) 0.002 
(0.009)

0.009 
(0.008)

-0.004 
(0.035)

-0.026 
(0.035)

0.015 
(0.020)

0.008 
(0.020)

Number 0.003 
(0.011)

0.005 
(0.011)

-0.068 
(0.044)

-0.061 
(0.044)

0.035 
(0.026)

0.055** 
(0.025)

Verified Type Yes Yes Yes Yes Yes Yes
Location Yes Yes Yes Yes Yes Yes
Source Yes Yes Yes Yes Yes Yes
Week Fixed Effect Yes Yes Yes Yes Yes Yes
Log Likelihood 662 761 -1,305 -1,223 -529 -420
Observations 1,406 1,406 1,406 1,406 1,406 1,406

Notes. 1. *, ** and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively. Standard errors are displayed 
in parentheses under the coefficient estimates. 

2. For fake news, the sample sizes before and after restriction are 623 and 80, respectively. For truthful news, the sample sizes 
before and after restriction are 586 and 117, respectively.

JOURNAL OF MANAGEMENT INFORMATION SYSTEMS 919



In summary, we find that the fake news flag leads the fake news dissemination network to 
be more centralized through direct forwards than dispersed through indirect forwards. 
These results confirm our theorization based on the basic law of rumor [35] that flagging 
fake news can reduce its ambiguity and prevent it from being disseminated farther and 
deeper. In terms of the effect of the fake news flag on fake news influenceability, influential 
users with a large number of followers are expected to behave more cautiously. Therefore, 
they tend to avoid disseminating an ambiguous post until it has been verified. The increased 
influenceability of fake news after the implementation of the fake news flag highlights the 
effort of influential users to help dispel fake news. Table 6 qualitatively supports this claim, 
as we find that influential users forward fake news posts with an intention to confirm their 
falsehood. In short, the fake news flag significantly alters the spread of fake news by 
generating more direct than indirect forwards, causing fake news posts to be disseminated 
more by influential users.

Effect of the Forwarding Restriction Policy on Fake News Dissemination

We now examine the impact of the forwarding restriction policy on post dissemination 
patterns. We first provide a descriptive analysis to understand how the forwarding restric-
tion policy shapes the post dissemination network. We randomly select 24 fake news and 24 
truthful news dissemination networks before and after the intervention for visual compar-
ison, as shown in Appendix D. Before the intervention, the fake news dissemination 
networks were more centralized, and only a relatively small portion spread to distant 
accounts. A similar pattern can be observed for truthful news, with their dissemination 
network showing high centrality but low dispersibility. In general, both fake news and 
truthful news dissemination networks involved some degree of influenceability. However, 
after the implementation of the forwarding restriction policy, a clear distinction can be 
observed: the fake news dissemination networks become more dispersed with longer tails 
(i.e., more indirect forwards) and less centralized (i.e., fewer direct forwards). We observe 
no significant change in the truthful news dissemination networks from before to after the 
intervention. In short, the visualization of these networks is consistent with our expectation 
that the forwarding restriction policy influences fake news and truthful news differently.

We present the regression results in Table 7. The significant and negative coefficient of 
Fake × Restriction on the centrality (β ¼ � 0:338, p< 0:1) of fake news indicates that 
compared with truthful news, fake news is disseminated via less direct forwards after the 
implementation of the forwarding restriction policy (H2a is supported). However, the 
significant and positive coefficient of Fake × Restriction on the dispersibility (β ¼ 1:471, 
p< 0:05) of fake news suggests that compared with truthful news, fake news is disseminated 
in a more dispersed manner after the intervention (H2b is supported). We find no significant 
effect (β ¼ � 0:102, p> 0:1) of the forwarding restriction policy on the influenceability of fake 
news. Taken together, the forwarding restriction policy leads to significantly less centralized 
and more dispersed dissemination of fake news as compared with truthful news.

The above results are consistent with our theorization based on the social tie theory. 
After the implementation of the forwarding restriction policy, the strong ties of fake news 
publishing accounts are prevented from forwarding fake news posts by relational concerns, 
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whereas their weak ties are not affected by relational concerns and continue to forward fake 
news posts. Thus, the dissemination of fake news becomes less centralized and more 
dispersed than truthful news.

Robustness Checks

We run two additional tests to check whether the impact of the forwarding restriction policy 
on fake news dissemination changes based on the topic and sentiment. The results are 
reported in Appendix E. We find that the forwarding restriction policy only affects life- 
related fake news posts but does not affect international and local fake news posts (Table 
E2). Relational concerns are not likely to occur among the strong ties of fake news publish-
ing accounts that publish international and local fake news, as these types of posts have 
more effect on society than life-related fake news posts. This finding indirectly supports our 
proposed mechanism of relational concerns arising from strong ties. In addition, we find 
that fake news sentiment does not affect the dissemination patterns of fake news, which 
confirms that the identified effect is not driven by the emotions expressed in the content of 
fake news (Table E4).

Another major concern regarding the dissemination of fake news is whether social bot 
accounts spread fake news on social media on a large scale [59]. Previous research has 
shown that social bots play a significant role in promoting fake news that distorts various 
social events [6], such as the 2016 U.S. election. However, this is not a concern in our study 
due to the real-name policy implemented by Sina Weibo since 2011.16 The policy states that 
Weibo users must verify their accounts by using their real names for account registration. 
This policy was formally launched on March 3, 2012, before our analysis period. According 
to this real-name policy, accounts registered without real-name verification can only read 
posts on Weibo but cannot publish, comment, or forward posts. We believe that the real- 
name policy alleviates the concern that our findings might be contaminated by social bots.

In summary, this study reveals that the fake news flag and the forwarding restriction 
policy have different effects on fake news dissemination. In a broader sense, the fake news 
flag (content-level intervention) affects the spread of fake news by reducing its ambiguity, 
leading to more centralized and less dispersed dissemination of fake news and more forwards 
by influential users. The forwarding restriction policy (account-level intervention) creates 
relational concerns among the strong ties of fake news publishing accounts, leading to less 
centralized and more dispersed dissemination of fake news. These findings provide insights 
into the effectiveness of different types of platform interventions in fake news mitigation.

Effect of the Forwarding Restriction Policy on Fake News Survival

As little research focuses on the impact of account-level interventions (e.g., forwarding 
restriction policy), we conducted an additional analysis to examine how the forwarding 
restriction policy influences fake news survival, which is a more direct way to examine the 
effectiveness of this type of intervention. We report the results in Table 8. As the lifespans of 
some fake news posts may overlap with the intervention implementation date, we remove 
these posts for a more robust analysis, which reduces our sample to 1,368 fake news posts. 
We obtain consistent results across the two regression models. For the linear regression 
model, the significant and negative coefficient of Restriction on Stopping time (β ¼ � 8:779, 
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p< 0:01) indicates that fake news has a shorter average survival time after the intervention. 
In the Cox proportional-hazards model analysis, the positive and significant coefficient of 
Restriction on Stopping time (β ¼ 0:899, p< 0:01) suggests a higher hazard rate of fake news 
after the intervention. Specifically, the expected hazard of fake news increases by 146% after 
the intervention, compared with that before the intervention. We find no evidence of the 
impact of the forwarding restriction policy on the discovery time of fake news. In all cases, 
we examine the Kaplan-Meier curves of the Cox proportional-hazards models and find no 
violation of the proportional hazard assumption [26].

We find that the forwarding restriction policy effectively combats the spread of fake news 
by shortening its lifespan because relational concerns of strong ties prevent the further 
spread of fake news. However, the forwarding restriction policy has no effect on the 
discovery time of fake news, likely because there are no relational concerns before the 
verification of fake news. We also conduct a placebo test by repeating the same regression 
analyses on truthful news as a robustness check and find that the forwarding restriction 
policy has no effect on the lifespan of truthful news. The placebo test is presented in 
Appendix F.

Table 8. Effect of the Forwarding Restriction Policy on Fake News Survival
OLS Cox Proportional-Hazards Model

log(Stopping Time) log(Discovery Time) Stopping Hazard Discovery Hazard

Restriction -8.779*** 
(2.848)

-0.673 
(2.341)

0.899*** 
(0.154)

0.013 
(0.122)

log(Forward) 0.817*** 
(0.142)

-0.010 
(0.116)

-0.427*** 
(0.052)

-0.098* 
(0.052)

log(Comment) -0.175* 
(0.099)

-0.106 
(0.081)

0.037 
(0.039)

0.051 
(0.039)

log(Like) 0.148 
(0.094)

0.013 
(0.077)

0.082** 
(0.037)

0.081** 
(0.032)

log(Picture) 0.042 
(0.436)

0.267 
(0.359)

0.651*** 
(0.170)

-0.216 
(0.146)

Description -0.359 
(0.339)

0.355 
(0.278)

-0.108 
(0.142)

-0.085 
(0.120)

Gender -0.311* 
(0.167)

-0.011 
(0.138)

0.130* 
(0.072)

-0.002 
(0.063)

log(Message) -0.147*** 
(0.056)

-0.001 
(0.046)

0.100*** 
(0.024)

-0.009 
(0.020)

log(Follower) -0.058 
(0.050)

0.033 
(0.041)

-0.061*** 
(0.021)

0.001 
(0.017)

log(Friend) 0.068 
(0.070)

-0.083 
(0.057)

-0.019 
(0.031)

0.023 
(0.025)

log(Account Age) 0.157 
(0.112)

-0.166* 
(0.092)

0.089* 
(0.048)

0.050 
(0.039)

log(Length) -0.073 
(0.128)

0.279*** 
(0.106)

-0.077 
(0.052)

-0.106** 
(0.045)

Number 0.005 
(0.179)

-0.275* 
(0.147)

0.137* 
(0.077)

0.053 
(0.066)

Verified Type Yes Yes Yes Yes
Location Yes Yes Yes Yes
Source Yes Yes Yes Yes
Week Fixed Effect Yes Yes No No
Log Likelihood -3,111 -2,843 -8,244 -8,535
Observations 1,368 1,368 1,368 1,368

Notes. *, ** and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively. Standard errors are displayed in 
parentheses under the coefficient estimates.
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Overall, after the implementation of the forwarding restriction policy, 1) fake news is 
disseminated in a less centralized and more dispersed manner, compared with truthful 
news, and 2) fake news survives for a much shorter time but is not discovered sooner. These 
findings have several implications for social media platforms, as they show how the 
account-level intervention affects user engagement with fake news and suggest that this 
type of platform intervention can effectively mitigate fake news by shortening its survival 
time.

Discussion

Contributions

The study makes two main contributions to the literature. First, we extend the fake news 
literature by establishing a causal relationship between the fake news flag and fake news 
dissemination using empirical field data. To the best of our knowledge, previous studies 
have mainly focused on the cognitive and psychological impacts of the fake news flag by 
using experimental laboratory data, and few have addressed the actual behavior change 
caused by this flag. Thus, we complement the literature by using field data and providing 
causal empirical evidence to better understand the effectiveness of the fake news flag.

Second, we extend the literature on platform interventions that target fake news by 
examining the impact of the forwarding restriction policy on fake news dissemination and 
survival time. Previous studies have mainly focused on the content-level intervention (i.e., 
fake news flag) from a cognitive perspective to reduce people’s willingness to engage with 
fake news [25]. We find that the forwarding restriction policy, a type of stricter platform 
intervention applied at the account level, can shorten the survival time of fake news, with no 
detrimental effect on the dissemination of truthful news. Furthermore, we highlight the 
different impacts of the two interventions on fake news dissemination, thereby solving 
a conundrum that has never been adequately addressed. This missing piece of the puzzle 
advances our understanding of the effectiveness of platform interventions by providing 
a holistic view of how content-level and account-level interventions work differently to 
combat the spread of fake news.

From a practical perspective, our findings provide important insights for online platform 
owners and policymakers. Today, the Internet and social media have become the primary 
sources of information consumption for most people. Online platforms are important 
mediators that ensure the quality of information to prevent consumers from exposure to 
misleading and manipulative news. However, the effectiveness and efficacy of platform 
interventions are questionable [41], and more effort should be devoted to better under-
standing how different policies work. Our study responds to this call by empirically 
examining the effects of two platform interventions in a rigorous framework. Our analysis 
of the fake news flag provides a result consistent with that of Moravec et al. [45], indicating 
that people continue to forward fake news posts even after they are identified as fake news. 
Our proposed mechanism is supported, showing that the fake news flag reduces the 
ambiguity of fake news posts and, therefore, helps control the spread of fake news within 
a smaller network, i.e., direct forwards within one degree of separation. However, our 
findings also suggest a possible consequence of the increased echo chamber, as the flagged 
fake news posts are likely to be forwarded more by like-minded people [38], adversely 
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reinforcing polarization and fueling extreme emotions within the online user community. 
In brief, the fake news flag may have both positive and potential negative effects on 
controlling the spread of fake news. Contrary to the concern that the account-level inter-
vention may interfere with the spread of truthful news due to its strict “one-size-fits-all” 
approach, our results reveal different effects for fake and truthful news. Although we find 
that fake news spreads much farther and more broadly after the implementation of the 
forwarding restriction policy, it stops the spread of fake news much more quickly. 
Altogether, these findings have important implications for online platforms in designing 
interventions to mitigate the spread of fake news.

For policymakers, this study suggests that platform interventions on social media are an 
effective way to combat the spread of fake news. Specifically, the two platform interventions 
have different objectives. The fake news flag is effective because it can prevent fake news 
from spreading farther and deeper within the dissemination network. In addition, as the 
fake news flag encourages influential users to spread fake news posts, we recommend that 
the platform develop an effective policy to motivate influential users to dispel fake news. 
This study reveals that the account-level intervention can effectively mitigate fake news by 
shortening its survival time. As this intervention only affects the dissemination of fake news 
but not truthful news, platform owners may consider implementing this account-level 
intervention to stop the spread of fake news quickly.

Limitations and Future Research

We acknowledge that this paper has several limitations. Measuring the fake news survival 
time may be of concern, as users may remember a post after several years and forward or 
comment on it, which may potentially compromise our survival time measure. We address 
this concern with two points. First, we ensure that all forwards and comments collected 
from the posts cover the period up to 2018, so any forward or comment after a sufficiently 
long period is unlikely to happen. Second, the mean and standard deviation of the number 
of forwards are very similar before and after the implementation of the forwarding restric-
tion policy (Before: M = 335, SD = 229; After: M = 347, SD = 238).17 Thus, we believe that 
the effect of the forwarding restriction policy on the survival time of fake news is unlikely to 
be affected by forwards or comments omitted during data collection.

Another limitation is that this study only investigates one social media platform in 
China. Although Sina Weibo offers the opportunity to investigate the effectiveness of 
both platform interventions, the findings of this study may not be widely generalizable to 
other cultures, e.g., the United States. Referring to the influential theory of cultural dimen-
sions [30, 31], we suggest that two dimensions should be taken into consideration when 
applying our findings to other cultures. One dimension is power distance, which is defined 
as “the extent to which the members of a society accept that power in institutions and 
organizations is distributed unequally” [30]. Brockner et al. [8] showed that people tend to 
react unfavorably when they have little voice in a decision-making process, but this 
tendency is weaker for people in high power distance cultures (e.g., China) than in low 
power distance cultures (e.g., the United States). Therefore, Chinese people might be more 
willing to accept a fake news flag verified by a reliable or mainstream information source. In 
contrast, people in low power distance cultures may not react favorably to the fake news 
flag, as they have little say in investigating and claiming the authenticity of a post. 
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The second cultural dimension is individualism/collectivism, which is defined as the extent 
to which members of a society emphasize their own needs over those of the group and tend 
to act as individuals rather than as members of a group [30]. It has been argued that 
members of a collectivist culture like China value harmony and group consensus more than 
freedom of expression, compared with members of an individualistic culture like the United 
States [36]. Hence, social media users in individualistic cultures may be more tolerant of 
extreme, irrational, and harmful posts and may be less likely to spontaneously report such 
posts.

Our results show that the fake news flag leads to more centralized and less dispersed 
dissemination of fake news. We argue that this observation can be explained by the reduced 
ambiguity of fake news content and provide empirical evidence to support this proposed 
mechanism. However, we note that the more centralized fake news dissemination network 
can also be explained by alternative theories such as the echo chamber [38] or social bot 
sharing [7]. Social bot sharing is less likely to be a concern due to the above-mentioned real- 
name policy implemented by Sina Weibo. Regarding the echo chamber, like-minded 
individuals may be more likely to forward fake news posts after flagging. Multiple mechan-
isms may occur simultaneously to explain why individuals continue to engage with fake 
news after it is flagged as such, and our study proposes and empirically tests one mechan-
ism, reduced ambiguity. Therefore, future research could conduct a more in-depth inves-
tigation to determine how different mechanisms interact to strengthen our study results.

Our study offers several research opportunities for future studies. First, our sample of 
fake news posts relies on a social reporting system operated through the collective intelli-
gence of the crowd, but social media platforms are increasingly using machine learning- 
based fake news detection systems. Future research could compare the effectiveness of these 
two types of systems in terms of fake news mitigation. Second, our study only focuses on 
a simple type of fake news flag. More empirical studies should be conducted to examine 
a fake news flag with various manipulations, such as a strong warning or a high level of 
severity, which is expected to have a more salient deterrent effect on fake news dissemina-
tion. Third, as the forwarding restriction policy depends on a credit scoring system, future 
research could explore the impact of the credit score on users’ fake news posting and 
forwarding behavior and study its interaction with the platform intervention. Fourth, future 
research could investigate the dynamic change in the survival time of fake news. An 
interesting research question would be to study how two fake news posts with the same 
survival time differ if one is disseminated with an initial surge followed by a decline and the 
other is disseminated with a slow start followed by a huge surge.

Conclusions

This study exploits fake news data and two types of platform interventions in Sina Weibo to 
study the impact of platform interventions on fake news dissemination and survival. First, 
we exploit a natural experiment using a DiD approach to identify the causal relationship 
between the fake news flag (content-level intervention) and three fake news dissemination 
patterns. We show that after a post is flagged as fake news, its dissemination network 
instantly becomes more centralized and less dispersed. Furthermore, fake news is more 
likely to be spread by influential users. We attribute these findings to the reduced ambiguity 
of fake news [35]. Second, we investigate how the forwarding restriction policy (account- 
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level intervention) influences the spread of fake and truthful news. We show that the 
implementation of the forwarding restriction policy leads to less direct and more indirect 
forwards of fake news, compared with truthful news. This phenomenon can be explained by 
social tie theory [20], as relational concerns prevent the strong ties of fake news publishing 
accounts from spreading fake news but have no effect on the weak ties. We also show that 
the forwarding restriction policy shortens the survival time of fake news. This study is 
among the first to provide empirical evidence of the effectiveness of platform interventions 
in combating the spread of fake news. Thus, our study constitutes an early effort, and we 
hope that our work will shed light on subsequent understandings of platform interventions 
and fake news dissemination.

Notes

1. https://edition.cnn.com/2020/03/23/health/arizona-coronavirus-chloroquine-death/index. 
html

2. https://news.un.org/en/story/2020/04/1061682
3. https://www.theguardian.com/technology/2020/apr/07/whatsapp-to-impose-new-limit-on- 

forwarding-to-fight-fake-news
4. https://chinacopyrightandmedia.wordpress.com/2012/05/08/sina-weibo-community- 

management-regulations-trial/
5. https://www.facebook.com/journalismproject/programs/third-party-fact-checking
6. https://blog.twitter.com/en_us/topics/product/2020/updating-our-approach-to-misleading- 

information.html; https://economictimes.indiatimes.com/magazines/panache/twitter-tightens 
-rules-will-label-tweets-that-spread-fake-news-to-ensure-a-fair-us-election/articleshow/ 
78617901.cms

7. https://www.bbc.com/news/blogs-trending-37846860
8. https://theconversation.com/governments-are-making-fake-news-a-crime-but-it-could-stifle- 

free-speech-117654
9. https://www.forbes.com/sites/nicolemartin1/2018/11/30/how-social-media-has-changed-how 

-we-consume-news/?sh=18400d243c3c
10. https://www.chinainternetwatch.com/statistics/weibo-mau/
11. http://service.account.weibo.com/?type=0&status=4
12. Full details of the difference between harmful information and fake news can be found in this 

policy document: https://chinacopyrightandmedia.wordpress.com/2012/05/08/sina-weibo- 
community-management-regulations-trial/

13. https://chinacopyrightandmedia.wordpress.com/2012/05/08/sina-weibo-community- 
management-regulations-trial/

14. http://www.open.weibo.com/
15. https://radimrehurek.com/gensim/models/lsimodel.html
16. https://baike.baidu.com/item/%E5%BE%AE%E5%8D%9A%E5%AE%9E%E5%90%8D%E5% 

88%B6; https://www.globaltimes.cn/content/700489.shtml
17. The mean difference is not statistically significant based on independent two-samples t-tests 

(t-statistic = -0.564).
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