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Abstract-This paper addresses the problem of efficient routing in unreliable multihop optical networks supported by Wavelength 
Division Multiplexing (WDM). We first define a new cost model for routing in (optical) WDM networks that is more general than the 
existing models. Our model takes into consideration not only the cost of wavelength access and conversion but also the delay for 
queuing signals arriving at different input channels that share the same output channel at the same node. We then propose a set of 
efficient algorithms in a reliable WDM network on the new cost model for each of the three most impottant communication patterns- 
multiple point-to-point routing, multicast, and multiple multicast. Finally, we show how to obtain a set of efficient algorithms in an 
unreliable WDM network with u p  to 1 faulty optical channels and wavelength conversion gates. Our strategy is lo first enhance the 
physical paths constructed by the algorithms for reliable networks to ensure success of fault-tolerant routing, and then to route amona 
the enhanced paths to establish a set of fault-free physical routes to complete the corresponding routing request for each of the 
communication patterns. 

Index Terms-Fault tolerance, multicast, point-to-point routing, queuing delay, WDM network 

+ 
1 INTRODUCTION 

PTICAL networks arc emerging as a key technology in 0 communication nctworks that provide capabilities far 
exceeding those of traditional electronic networks. The high 
bandwidth of fiber-optic cables enables data transmission 
rate in optic networks several orders of magnitude higher 
than electronic networks. Thc major applications of thc 
network are video conferencing, scientific visualization, 
real-time medical imaging, supercomputing, and distribu- 
tcd computing [I], [29], [35]. A comprehensive overview of 
its physical theory and applications of this technology can 
be found in 1131, 1191, [241. 

A popular approach to realizing optical networks is 
Wavcletigth-Division Multiplexing (WUM) [36]. WDM di- 
vides the optical spectrum in fiber-optic into many 
channels, cach corresponding to a different optical wave- 
length, and thus allows multiple laser beams carrying 
different data strcams to be transferred concurrently along a 
single fibcr-optic link, provided that each beam uscs a 
distinct wavclength In a WDM network, all nodes (stations) 
are iuterconnccted by point-to-point fiber-optic links, cach 
supporting a certain number of wavelengths. At each node, 
a set of input ports receiving incoming data and output 
ports delivering outgoing data are attached to the optic 
links incident to the node. h wavelength coining in on an 
input port can be routed to one or more output ports. 
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Multiple incoming signals caiinot be routed on the samc 
wavelength to the same output port at the same timc. 

WDM networks can in gcueral be classified into two 
categories: switchless (also known as nonreconfigurablc), in 
which the transmission from each node is broadcast to all 
nudes in the network and the desired signal is then 
extracted from all the signals at the receiver, and switched 
(also known as reconfguuable) in which signals on input 
ports at each node are routed to appropriate output ports 
directing to their destinations via a set of switches. Each of 
thcse networks can bc further classified as cithcr single-hop 
or multihop, according to whethcr wavelength conversion 
during the conrsc of transmission is allowed or not. It has 
been shown that switchless networks suffer severe draw- 
backs and limitations, which make them difficult to use in 
wide area networks [l], [29]. We hereafter shall refer to 
optical networks always as switched networks. Thcre have 
been numerous WDM network architectures and protocols 
proposed in the literature. 

In single-hop networks, data transmission between each 
pair of source and destination uscs the same wavelength 
throughout the whole communication path and, thereforc, 
no wavelength conversion which requires conversion of 
optical signal to and from elcctrouic form is needed. For this 
reason, single-hop nctworks are often refcrred to as ull- 
opticul networks. In single-hop networks, since there is no 
overhead duc to optic-electronic convcrsion, signals are 
transmitted throughout the path in all optical form, which 
allows a very high data transmission rate in these networks. 
A communication path established between a source- 
destination pair in single-hop networks is called lightpath 
[8] .  Single-hop (all-optical) networks are, in most cases, not 
practically fcasible. Because optical networks are usually 
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optical transceivers at cach node are limited, it is very 
difficult, if not impossible, to establish a lightpath between 
each pair of communicating nodes in an optical network. 
Therefore, a more realistic approach is to allow wavelength 
conversion at some intermediate nodes on the communica- 
tion path between a pair of nodes. At each of thcsc 
intermediatc nodes, the signal is converted from optic form 
to electronic form and then retransmitted on another 
wavelength (converted again from electronic to optic). This 
results in multihop networks. In multihop networks, a 
communication path between a source-destination pair is 
called semilighlputh 171, which is obtained by establishing 
and chaining several lightpaths together, each undergoing 
an optic-electronic-optic conversion cycle. 

As in electronic networks, a main research focus on 
WDM networks is the routing problem. Routing in a WDM 
network requires setting up a communication path between 
each pair of given nodes by chaining a set of optical 
channels together, with all channels on the path assigned a 
number of wavelengths (one wavelength) if the network is 
multihop (single-hop), and channels of different paths 
sharing the same optical link to have different wavelengths. 
In order to solve various application problems on a WDM 
network, mechanisms must be developed to handle not 
only point-to-point routing but also group (collective) 
communication involving transporting information from a 
group of nodes to another group of nodes in the network. A 
typical group communication is wnrlticnst that transports 
information from onc source node to a se1 of destination 
nodes. A more general version of group communication is 
miiltiple mitlticnst that contains more than one multicast 
group, each having its own source node and destination set 
[33]. If all the destination sets are identical, that is, messages 
from all sources are sent to tlie same set of destinations, the 
multiplc multicast problem is also known as coilcurrent 

An important research topic on routing in WDM net- 
works is to assign a minimal number of wavelengths for 
routing a given set cif requests. This problem has been 
proven nontrivial even for the simplest network topologies 
like tree and ring [4], [lo]. Another important topic of 
perhaps more practical significance is to set up minimum 
cost paths for fastest routing for a set of requests when the 
number of available wavelcngths in a network i s  fixed and 
given by the network. There is a considerable body of work 
devoted to routing in single-hop (all-optical) networks 111, 
[2], [3], 161, [lo], [28], [30], [31], particularly in single-hop 
tree-like networks [Ill, [14], [17], [25]. For routing in 
multihop networks, there has also been much work done 
recently [7], [20], 1371. Most of the above work is on point- 
to-point routing. On group communication, particularly 
multicast, research has become active recently [21], [22], 
i261, [27l, WI, 

So far, most of the above work was done for reliable 
WDM networks. However, since WDM networks are 
usually larger and more complex than electronic networks, 
hardware faults may occur more frequently and in a greater 
variety than electronic networks. Two fundamental hard- 
ware faults are optical channel fault and wavolength 

n I l d 1 i C O S t  [23], and Set-to-set brondcnst [MI. 

mechanisms becomes not only tlieorctically important and 
challenging but also practically significant. 

In this paper, we first propose a new cost model for 
routing in multihop WDM networks with limited wavc- 
length conversion which is a general WDM network model 
and has already been adopted by various researchers in the 
literature [7], [20], 1271, [37]. Our cost model takes the 
following three types of cost into consideration simulta- 
neously: chnnnel cost for using the assigned wavelength on 
the link, zunvelength conversion cost for converting an 
incoming wavelength to a different outgoing wavelength 
at a sending node, and quelling delay for qncuing multiple 
incoming signals sharing the same output channel (wavc- 
length) at the same node. We then focus on the problem of 
efficient communication in an unreliablc multihop WDM 
network in which wavelength channels may be faulty. We 
present efficient algorithms for the following major com- 
munication patterns in both reliable and unreliable WDM 
networks on this new cost model: multiple point-to-point 
routing, multicast, and multiple multicast. 

Our proposed cost model is more general than existing 
models, since the latter are special case8 of our model. 
considering only the channel cost, routing is the same as 
that in electronic networks with each physical link being 
replaced with multiple optical channels and hence all 
existing routing algorithms lor electronic networks can be 
applied. In general, routing algorithms for single-hop WDM 
networks belong to this category. Considering both channel 
cost arid wavelength conversion cost, which is necessary for 
routing in multihop WDM networks, the routing problem is 
more complex than that for electronic networks bccause in 
addition to setting multiple channels for each link, a many- 
to-many crossbar-like switch must be included in each node 
to realize all wavelength conversions. Routing algorithms of 
[71, [201, [271, [371 arc all along this line. Note that simply 
adding a node cost (degree) to the existing routing 
algorithms for electronic networks cannot make these 
algorithms directly applicable to multihop WDM nctworks, 
because converting different wavelengths at the same node 
may contribute to the routing cost with different costs. 
Moreover, in uur model, allowing multiple incoming 
signals routed on the same wavelength to the same uutput 
port to share a common transmitter at a node through a 
queue inakcs a WDM network more scalable. 

We would like to point iiut that qneuiug delay has been 
addressed implicitly in some recent work, for example [ 5 ] ,  
1.121, mostly in the form of minimizing the degree at each 
node or maintaining thc degree within the given constraint. 
To tlie best of our knowledge, we haven’t seen any work 
reported on routing in WDM networks that cousidcrs all 
three cost factors. Moreover, most existing routing algo- 
rithms for WDM networks are not fault-tolerant in  the sense 
that they cannot work correctly on an unreliable nctwork 
To our knowledge, little work has been reported on fault- 
tolerant routing in WDM networks. 

Like most existing work on routing in WDM netwworks, 
our algorithms are ofi-line in the sense that all commnnica- 
tion requests are prcspecified and do not change during the 
course of communication. They use virtual civcirit smilchiri!: 

conversion fault. Therefore, design of fault-tolerant routing to establish all paths before data transmission aclually takes 
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place, which uses pacicet switching. During data transmis- 
sion, signal switching (scheduling) at each node ensures 
that each transmitter residing in thc nodc is used to 
multiplex incoming signals from different channels to be 
relayed using their properly assigned output channel 
(wavelength). 

2 THE OPTICAL MODEL AND COST STRUCTURE 

Our optical model is the multihop WDM network with 
limited wavelength Conversion, as stated in thc previous 
section. Fos a nciwork of n nodes using k wavelengths, a 
node i i  contains a sct of d input ports and n!' output ports. 
Each input port contains a dedicated electronic receiver with 
buffcring capability for each incoming (signal) wavelength 
which converts the signal from optical to electronic, and 
each output port contains a dedicated laser transmitter for 
each outgoing wavelength that converts the signal from 
clcctronic to optical on that wavelength and transmits the 
optical signal. The traditional converter is composcd of both 
a receiver at the input port and a transmitter at the output 
port. To handle the situation of simultaneous arrival of 
multiple incoming signals routed to the same optical 
channel (wavelength) in the samc output port, we further 
assumc that thcsc signals are queued in a buffer (clcctronic) 
before they ,are sent to the corrcsponding transmitter at the 
output port une by one. There are n" scts of buffers, where 
set i is dedicated to output port 'i and contains o$(u)  buffers 
if there are oz(,u) wavclengths available on output port i. 
Incoming signals are switched to the buffers through a 
cross-bar-likc switch after the receivers. Thc switch is 
dynamically set according to the wavelength conversion 
cost fsom incoming wavelength to outgoing wavelength 
and the Icngth of the queue on the outgoing wavelength for 
the purpose of minimizing the total waiting time of the 
signal at the output port. That is, signal with incoming 
wavclcngth A; chooses outgoing wavelength such that 
niiiij{cu(Xl, A,,) -t yj(e)}, where ql(e) is the length of queue j 
on channel (edge) e in the output port. Fig. 1 shows the 
procedure of wavelength conversion at a node. 

Our model uses a combination of circuit szuitchinx to 
reserve each communication path for each entire session 
when it is established, and packet switching to physically 
transmit the messages in cach buffer along these paths. 
Clearly, the above model introduces a natural queuing 
delay that is the time required for an incoming signal before 
its wavelength conversion to wait for its turn in the buffcr. 
The value of this qucuing delay depends on the strategy 
used for scheduling signals. For simple round-robin 
scheduling, it is the length of the queue, which is the 
number of input ports on that node in the worst case. 

Lct 1' = {A,, Xz,. . . , A k )  be the set of availablc wave- 
lengths in a WDM network. A WDM network can be 
represented by a directcd graph C = (V, E ,  r) with IVl = n 
and 1/31 = T I L ,  where r = {rcn,l'el,. . . r,, i r is the 
set of wavelengths availablc at edge e t E with w(e, A) 
associated with wavelength X as the cost required to access 
A. Converting a particular (incoming) wavelcngth ( X i )  to 
another (outgoing) wavelength (Xi) at node 7: causes a fixcd 
cost c,,(X',X,) for all available A, on all outgoing cdgcs, 

where i:,,(X,, Xi) = 0 indicates no wavclength conversion is 
incurrcd. 

Let P bc a semilightpath connecting a pair of nodes in 
the network to fulfill a request, and C(P)  be the total cost 
required for traveling path 7.  Using the definition and 
notation of [7], P consists of a sequence of optical channels 
e l ,  ez, . . . ,(:I, where cz carries wavelcngth A , ,  1 5 pi 5 k.  All 
channels c1, c2,. . . ,e l  are chained together such that the tail 
of e;+,, t ( e + ~ ) ,  coincides with thc hcad of e,, /L (c%) ,  for all 
I 5 i < 1. The following cost structure for C ( P )  was defined 
in [7] and used in a number of papers such as [ZO], [ZI], 1341. 

Due to the specd limitation of wavelength buffering, 
currently in electronic form, the signal queuing at output 
port dcscribed before may require a considerable amount of 
time, making the queuing delay a nonnegligible factor 
contributing to thc total cost for transmission. We denote 
the qucuing delay for transmitting any incoming signal 
using wavclcngth X on edge e by dA(ej, which is propor- 
tional to the number of signals in the queue that buffers this 
signal, that is, the qucue length. All signals in the same 
queue shall follow the same queuing delay because signals 
are transmitted in packet-switching along the optical 
channel of wavclcngth X on edge f:. For the semilightpath 
P defined above, we havc hence modified thc above cost 
structure for C ( P )  as follows: 

1 1-1 

C ( P )  = CQJ(G, X,>J + C(ci,(p,)(X,',, 4 , , l j  + dA,,,+, (4). (2) 
, = I  i-1 

In the case of multicast, wc want to transport data from 
source  nude  s to a se t  of des t ina t ion  nodes  

, tg} ,  Multicast can he performcd by first 
constructing a multicost free Ml' that is rooted at s and 
connects all nodcs in D, and then travcling all tree edges. 
Assume that {el, e%, . , . , qh,q} is the sequence of edges 
obtained by left-first traversal (left-visit-right) on M?' that 
enumerates semilightpaths in MT, and L is the set of leaf 
nodes in IWT. The cost for travcrsing M T  is: 

111 the above setting, G = (V ,  h', r), modeling our WDM 
network carries three differcnt types of weight (cost) which 
necd to he combined dynamically during the course of any 
dedicated routing. This makes derivation of cfficient 
routing algorithms directly on C difficult and infeasible. 
Hence, it becomes nccessary to devise effective ways to 
transform graph C into another graph to support routing. In 
the case of only considering edge wcight and conversion 
cost, there are different ways to transform graph G, for 
example those in [7], [ZO], [ZI]. But most of them are 
unnecessarily complicated, and hencc, not suitable for 
direct use for our general uptical model. Wc propose the 
following simple method to transform C. 
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Fig. 1. Wavelength conversion at a node. 

Let J[l..k](e) represent the queue 1/0 delays (time) 
required for queuing all incoming signals on link c, where 
@ ] ( e )  is the queue I/O delay for incoming signals using 
output wavelength A, on c, which is mainly defined by the 
speed of the underlying buffer of the queue. Here we 
consider the general case that different incoming wave- 
lengths may have difEerent queuing delays subject to the 
length of the queue and speed of the buffer for each 
wavelength. 

We transform G = (V ,E, l ' )  into an auxiliary graph 
G,\I = (Vhf,Eh,) as follows. We call all original nodes in V 
node, all auxiliary nodes in G,I, vertex, optical channels on all 
links in E and auxiliary edges in G,,i pdge. C,W is a directed 
and weighted graph with both fixed edgc weights and 
dynamically changing edge weights with initial value zero. 

1 .  For each I! t V, construct a bipartite graph 
G,, = (A?, U B , , ,  KO),  where vertex sets A,  and B,, 
represent the input wavelengths and output wave- 
lengths at II E V, and fl,, represents all possible 
wavelength conversions at 7+(a E A,, /J t Bt,) E 
iff wavelength n can be converted to wavelength /I at 
'ti ( k ,  c,,(n, 6) exists). Set cu(n,b) = 0 if U = /J. Assign 

weight <:,>(a,/~) to edge ( q h ) .  Connect all vertices in 
A,, to 'IJ through introducing know edges $. Assign 
zero weight to each of these new edges. Vertices in 
B ,  are connected to the appropriate nodes in V by 
edges transformed from links in I? described in the 
following step. 
Rcplace each c E l3 with II'J 5 k pnrallcl edges 
(channels), E,.. Por each er t IC carrying wavelength 
Xi, assign edge weight w(e,Ai) to i t .  These edges 
connect vertices in Dt, to the corresponding vertices 
in A,, of U'S neighbor(s) 71'. 

Assign an edge wciglit &,(e'), initially zero, to edgc 
e' (representing outgoing wavelength Ai) in E?, 
indicating the queuing dclay for sending messages 
from h,(e') E 13, to /,(e') t '4:) using wavelength A,. 
This edge weight is dynamically changing-it is 
increased by a queuing delay h [ i ] ( c )  when an 
incoming signal arrives at the queue for this 
wavelength. 
Let Vni = U,,,A,, U D,, and 

2 .  

3. 

4. 

%I = (UKV(& IJ E:,)) u(U,e~&). 
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Fig. 2. An example of a component of n = 4, m = 7, and k ~ il in c,,~ 

Sincc /Aq, /  = = k,  IE,, 5 k Z  and 5 k,  we can 
easily obtain the following equations: 

An example of G,,[ is givcn in Fig. 2. 
Becauseforeachv E VallcdgesinE:,have beenassigneda 

zcro weight, the relative distance between any pair of vertices 
inGremainsuiichangedinCzr.Therelativityshall dependon 
the setting of cdgc weights in <:,!I, which iucreases propor- 
tionally as the the number of incoming signals to the same 
qucuc increases. Therefore, routing betwccn any pair of 
vertices in G corresponds to routing between them in Gn,. I n  
othcr words, C11i and G are equivalcnt for all routing 
problems. In the following scctinns, all our WDM networks 
willbcmodeled by G,,I. Whenever appropriate, weuse zueiglzt 
and cost intcrchangeably. 

For geueral Gu, which is a directed graph, we definc thc 
(edgc) connectivity of G,,l to be the minimal number of edge- 
disjoint directed paths from any node to any other node in 
Gv.  We equivalently say that G,l i  is t-edge connccted if CM 
has a connectivitv of t. 

3 ROUTING IN RELIABLE NETWORKS 
In this section, we study routing in a reliable WDM 
network. We pvescnt a set of efficient algorithms for 
point-to-point requests, multicast, and multiple multicast, 
respectivcly, on the proposed cost modcl of cquations. 

3.1 Multiple Point-to-Point Routing 
Point-to-point routing is the most fundamental routing 
problem. A general form of point-to-point routing is 
routing for  multiple requests: given i’ rcqucsts 

lish a communication path from si tn t ,  for each request 
( , ~ j , L i ) ,  whcre 1 5 i 5 T and T is smaller than thc 
connectivity of G.M. We call this problem niiiltiple point- 
to-point Touting. Being able to route for mnltiplc requests 
is an essential ability of a communication network. 

Let SPt be the shortest path for request ( s b , l i )  in C,I~ 
without considering the queuing delay caused by the 
existence of SP,, I 5 i # j 5 r’. Whcn queuing dclay is 
taken into account, an optimal solution producing mini- 
mum total cost of all the paths nceds to computc the 
alternative shortcst paths of S1’1, SPA, .  , , ,Se. in G,,,, with- 
out passing through any edge in E(SP,,) ri E(SP,?) n , , , n 
E(Sl:,,) for all different combinations of 1 5 il # i2 # . . . # 
i,! 5 T and 2 5 q 5 7, and then take those to replace their 
corresponding 5’1’’s if such rcplacement results in the 
minimum total cost of all the r paths. Clearly, the total 
number of all these alternative paths is prohibitively large 
for large T, so it is unrealistic to expcct an optimal solution. 

We use a grcedy approach to design our algorithm that 
cmploys a modified shortest-path algorithm to construct 
paths one by one in their length incrcasing order, where the 
length of a path is the number of edges on the path. During 
each stcp of including an edge to a path, the weight of the 
edge is increased by an appropriate additive factor of 6 to 
reflect the increment of queuing delay for all signals in the 
same queue when being transmittcd. 

R =  { ( R I , t , ) , ( S 2 , % 2 ) ,  (8 ,  itfl)}, we arc rcquircd to estab- 
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Let the index of the itli path in Icngth incrcasing ordcr be 
a,. For any edge e on path P under construction in Gal, we 
call the probability of c falling on an occupied edge by other 
paths the edge ovcrlnppiiig probability of c. We define the path 
overlnpping probability of 1' to be the averaga edge ovcr- 
lapping that equals the summed edge overlapping of all 
edges on P divided by the length of 1'. Path overlapping 
probability shows how likely edges on the path are to fall 
on occupied edges in G,i,, and consequently gives an 
indication (in the quality of the path that is the ratio c i l  its 
total cost versus its optimal cost. We shall show that the 
path overlapping probability of ,SPA, SI<>, , . . , S1:. is mini- 
mized if we  establ ish pa ths  in the order  of 
SP,, ,.SiJr2,. . . , Si'n,, and hence, the proposed heuristic is 
optimal in this regard in the expeclcd case when every edge 
in G),, has an equal probability of being used by all shortest 
paths. 

Once all paths are established, signals are sent along the 
paths using packet switching, observing the delays calcu- 
lated in path establishment. Our modified shortest path 
algorithm for path establishment takes into consideration 
dynamic edge weights for edges on the path under 
construction and uses source routing in which path cstablish- 
ment is initiated by the source node and path is extended 
step-by-step from one node to the next toward the 
destination. Source routing can be viewed as a limited 
version of centralized routing without global central 
control. Om- multiple point-to-point routing algorithm has 
the following structure: 

Algorithm A.l 
(*Construct a shortest path for each request (s 
I 5 i 5 T. * )  

for i := 1 to 7' do 
Use Dijkstra's algorithm to compute the length I,! of the 
shortest path from s i  to t i ;  
Insert Li into the sorted list of increasing order ,. . _ >  

sult in the minimal path overlapping probability for 
these paths. Since 5 dri for any 5 I,,, swapping 
back SPz and S I :  wi I have a smaller path overlapping 
probability for each of the paths SPr, , ,  , . . . ,SI'=,, There- 
fore, the assumption is false, and the minimal path 
overlapping probability milst result in the order stated 
in the lemma. U 

From the above lemma, it is clear that the heuristic used 
in Algorithm A.1 is optimal with respect to the path 
overlapping probability for all paths, which determincs the 
quality of the paths, in the expected case when each edge in 
C,,l has a equal probability to be used by all paths. 

In Algorithm A.1, the shortest path from ,sn, to t , ,  when 
all paths from B ~ ,  to t ,  have been established for all .i < I ,  is 
constructed using a modified Dijkstra's algorithm [9] with 
the change in distance formula including dynamic edge 
weight, as previously stated. At the first step of routing, 
source ( R ~ , )  will pick up a channel (wavelength) to send the 
signal, so there is only channel cost at the source node, no 
wavelength conversion. Wavelength conversion may occur 
in all subsequent steps. Using adjacent list to represent Gar, 
Dijkstra's algorithms can be implemented in O(lE,,,il + 
IV,,l log 1x111) time. Dy (4) and (5), we have the following 
theorem: 

Theorem 1. The problem of rriiilliple point-to-point routing for r 
requests iii a WDM network of '11 nodes and m links with k 
availnble zunvclcngths cnn be solved in C)(rk(kn -1 nr + 
nlup(k7~))) tinre. 

3.2 Multicast 
Multicast rcqnires transporting information from source s 

to a set of dcslinations 11 = {ti, t z , .  . . , t,,}. Multicast can be 
realized by first constructing a multicast tree M'I' rooted at 
.s, including all nodes { t , , tZ ; , . , k , }  in G, and then 
transmitting information from the root to all destinations 
along the tree edges using appropriate wavelengths. We are 

~. i h ,  li,, . , . . , , J+ t; interested in finding an optimal MT in which the total cost 
tor 'I, := I to r do for multicast is minimum. Putting the dynamic edge weight 

aside, whe1, G is transformed into Gdi, it is clear that 
finding an optimal jLfT is equivalent to finding a minimum 

Find the shortest path from .sx, to t?,, using Source routing, 
where for any edge (chaiiiiel) e usilig wavelength A, the 

I*X!j is the wavcleWh on the preceding edge of the F"th 
frum which A,j is converted.*} 

Add f i [ j ] ( c )  to &,if:) fur each c of wavflcngth l . j  on the 
path constructed; 

[*Increase the queuing delay of all signals in the same queue 
by a pre-specified I/O cost, where all queuing delays are 
initialized to 0.") 

complete. Our generalized cost in (3) requires considering 
both static and dynamic edge weights in calculating the 
cost, which is even harder than the minimum directed 
Steiner tree problem on G,w. We therefore have to turn to 
approximate solutions that produce an M7', whose cost is 
close to that of an optimal MT. 

Wc use an approach based on that of 1161 to construct a 

Lemma 1. Wheiz S/<, ~ SP,, . . . , are constriicted one-by- 
one in  this order, the path overlapping pmbnbility of SPz, nt 
which SPr, passes through a i i ! ~  edge of SI?,, , SS,, ~. . . ~ S P , ,  , 
is nriniinizcd if LT, 5 I,, in the expected cnse wlzeii each edge 
in Ga1 /ins an equal probability tu be used by all pntlis. 

~~ .. 
mininiiim spnnning tree (MST) rooted at s on an induced 
graph [ ( { s }  U D )  of to approximate the Steiner tree in 
CAI, where [ ( { s }  U U )  is a complete graph on vertex set 
{s) U D with the distance (length of shortcstpath) being the 
edge weight between any pair of vertices. Note that tlie 
algorithm of 1161 works onlv for undirected graphs, and 

~I . . .  I, 

Proof. If SP,, is constructed after SPi, tlie path overlapping 
probability of SI'; that passes through edges of SP, is 
$A. Assume that swapping the order of SP, and SPF for 
any 7' < i, that is, constructing paths one-by-one in the 
order of SI:, , . . . , SPr,-, ~ SPn,, S P , ,  , . . . , S P , ,  will re- 

may not work for general directed graphs, as I ( { s }  U D )  
may not exist for general directed graphs. However, due to 
the special properties of Gu, we can make this approach 
also work for our case. Since our graph Gar is a special 
directed graph in which there is a path between any pair of 



i o i a  IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 10, NO. 10, OCTOBER 1999 

nodes vi, 'vl t 1/ (not thosc in  A,, and /I,,), the induced graph 
i ( ( , s )  U D )  cxisls and is a completely directed graph. We 
can therefore apply tlie approach of [I61 for approximate 
multicast in our case as follows. 

We construct I ( ( s }  LI I)) that is a complctely directed 
graph with vcrtcx sct (s) U I) and edge weight d t s l ( u , o )  in 
Gar for all U,'" t {,s} U / I .  After wc havc constructed 
I ( { s }  U D), wc find tlic directed MST rooted at ,? instead 
of thc undirected MSl' in the undirected case [16]. Because 
we are seeking for a Steiner tree in Oar rooted at s covcring 
D, we can use the approximation ratio of thc undirected 
MST on I ( {s }  U U )  to the undirected Steiner tree on {s ]  U D 
to estimate that of tlie directed MST rooted at .$ to the 
dircctcd Stcincr tree on {,7] U I). 

The directcd MST rootcd at s in [ ( (s }  UD) can be 
constructed as follows: Extend a most economic path from s 
to every node in U one by cine, where the most economic 
path adds a least weight edge to the MST undcr construc- 
tion. It expands the MST from originally only containing s 
to finally covering all nodes in U by rcpeatcdly adding an 
edge of direction outwards of the MIST with the least 
weight in the neighborhood of the M, This construction 
can bc completed in O ( l I ( ( . s }  uD) I2 )  -= O(g2)  time, becausc 
each step needs to consider at most ,q ncighbors. 
Lemma 2. The MST constructed by the above method is the 

minimum cost directed eparining tree that connects s lo wery 
other node in I ( { s }  U D) .  

Proof. Assumc that the MST constructed is not the 
minimum cost directed spaannitig tree rooted at s .  Then 
there must exist at least onc nontree edge 1:* E 
G ( I ( { s }  U D) - M S I ' )  whose replacement to a tree edge 
e E E(I1IST) will result in aiiothcr dirccted spanning tree 
rooted at s, MST', that has a smaller cost than MST. 
Since Ms'l" and MSl' both connect ,? to every other 
node in /({SI U U ) ,  cx and B must point to the samc node 
1). When the above method cxtends MST to include U, it 
would thus havc chosen c.* instead of e to connect MST to 
U, since u i (o * )  < I U ( C ) .  This contradicts the fact that (i E 
P;(i\.rSr) and e' t E ( l ( { s }  UD) - fWS'/'), Thercfore, the 
assumption is false and hcncc, thc lemma is true. U 

With the help of the above algorithm, we can now 
present our algorithm for multicast in tho WDM network. 
Let disl(u,'u) be the shortcst distance from U to ?I in G,); that 
is tlic summed edge weight on the shortest path from 11 to 1). 

We also keep thc shortest path corresponding to dis t (u ,  U )  in 
/ ' [u ,v ]  accordingly. The induccd graph I({.} UD) is a 
complete graph on g -I- I nodes ({s} U D )  with cost dist(u, U )  

associated with edgc ( U ,  w). The algorithm works as follows: 

Algorithm B . l  
(*Mul l i cas t  rou t ing  f o r  M = ( , s , D ) ,  where  D--  
{ h , h > .  . , , t i } . ' )  

1, for each ordered pair of U, 71 E {.s, I , ,  1 2 , .  . . , t!,} do 
Compute the sliortcst path from U to 71, Pjir + VI, and 
dis t (u ,  ,U) in Crr using modified Dijkstra's algorithm to 
includc dynamic edge weight updating as used for 
point-to-point sourcc routing; 
For each e t P[ii i v] add h [ j ] ( t ( e ) )  to dA,(e) if ( 1  uses 
wavelength X i ;  

2. Construct [ ( {s }  U D); 
3. Compute the MFl> rooted at ,s in [((SI U U )  using the 

4. Replace each edge in MSTi with the corresponding 
algorithm dcscribed before; 

path in Gn,, that is, dist(u, U) with I'[u i T J ] ,  and break 
all cycles at their maximum weighted edges (removal) 
so that the resulting subgraph is a Steincr tree ST; 

5. For each edge c: of wavclcngth A ,  in ST, add SUI(.) to 

("Increase the queuing delay of all signals in the same 
queue by a pre-specified 1 / 0  cost.') 

For complctcly directed graph GI = I (  { s }  U I)), let S l 'be  
the Steiner tree constructcd in C M ,  M S l '  be the minimum 
spanning trces constructed by Algorithm B.1, both rooted at 
s. We have the following lemma showing their 
approximation ratio. 

Lemma 3. Approximuting ST o i l  g destination nodes b!/ MST 
using Algorithm B.1 has the following approximntion vntio in 
tlie expected case when nll edge weights iii Gnr are rorrdomly 
and indepeiidently chosen froin a fixed range. That is, 

d i ,  ( e ) .  

Proof. Using a similar proof method as [I61 for undirected 
case, we construct a cyclc C that starts from and ends at s 
and visits all nodes in I-) once in the order as thcy are 
visitcd in the Steiner tree S7', but goes from one to the 
ncxt on the shortest path betwccn them in Gni, as shown 
in Fig. 3. When we cmbed C in 111.7) U D), clearly C 
"traverses" each cdge of ST twice, where the travcrsal of 
opposite direction to the edge direction is achicved along 
a shortcst path in G,,; that connects tlic tail to the head of 
the edge. Hence, C corrcsponds to two trees, s3' itself 
and an "inverted" ST, ST', that replaces each edgc ( U ,  w) 
of S'/' with an opposite direction shortest path from II to 
U, as dcpicted in Fig. 3. Cutting off the most costly edge 
in C makes C become a spanning tree T in I ( { s }  U D ) .  
Lct Cust(ST) and Cosl(S7") be thcir accumulated edge 
weights. Since the most costly cdge in C carries at least 
weight $Cost(C), 

Since Sl' and ST' are directed, depending on the 
total cdge weight difference of ST and W, Cust(S7') 
and Cost(ST') may differ within range (-&A), wherc 
A is the total weight of the longest path in G,I,;. As all 
edge weights arc randomly and independently chosen 
from a fixed range, valucs of the above difference are 
uniformly distributed over the rangc (-A, A). Thus, 
thc cxpected value of the differencc of Cost(ST) and 
Cost(ST') is 0. That is, in the expected case Cont(ST) = 
Cost(ST') and hence, Cosl(C) = '?Cost(ST). Removing 
the most costly cdgc from C results in a spanning tree 
whosc total cost is at least as that of the MS?'. 
Therefore, (6) holds in the expected case when all edge 
weights in Gniarc randomly and independently chosen 
from a fixed rangc. U 
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Fig. 3. A cycle connecting all destinations in a Steiner tree 

Froin Lemma 3, we know that the cost of MSTr obtained 
in Algorithm B.1 is no more than that of 2 - 5 times of 
that of the desired Steiner trcc in the expected casc. That is, 
this MST, is (2 -:)-OPT (within factor (2 -3 nf thc 
optimal cost). 

Since IT4rl = Zk71, and ~ E ( I , ,  = k:”n + kin, by (4) aud (5), 
Step 1 of the algorithm requires O(q‘fi”n + q 2 h  + 
q’knlog(kn)) time. Steps 2 and 3 can be done in O(.$) 
time. Step 4 requires O(qkn)  time. Therefore, we have the 
following theorem: 
Theorem 2. A (2  -,:)-OPT npprnxininte multicast tree for  

multicast of group size q in II WDM network of 71, nodes and ‘in 
links can be computed in O(,iZk(kn i. 7n, + 71,Iog(kii~))) t ime in 
t i re expected cnse, mhere k: is t i re iiurn6er I$ aunilnble 
wavelengths in the network. 

Notc that after Step 4 replacement of each rlisl(ii,v) with 
its correspoiiding path P[ir i U], MSTi may contain iv,,l 
nodes, because all these shnrtest paths may span nver the 
entire Gli 

3.3 Multiple Multicast 
When several groups of multicast wish to take place 
concurrently, a more general communication yattern multi- 
ple multicast is formed. Givcn 7’ groups of multicast 
M, = (,s,,D&), where si is a sourcc and D, = it:, . . . , t:} 
are the destinations, I 5 i 5 I’ and 1’ is smaller than the 
connectivity of Gu, assume that Mi alone (without 
considering the existence of other groups) can be realized 
by a multicast tree . Let multicast forest M F  = UM2;. It 
is clear that several edges of different M’I: in UIF may fall 
onto the same cdge of OM and hence, attempt to use the 
same wavelength at the samc node in the network. This will 
possibly cause conteiition on a particular wavelength when 
these requests arrive simultaneously at a node. Fig. 4 shows 
an example of wavclcngtli contention caused by threc 
multicast trees. 

As our WDM network modcl does not allow multiple 
requests using the same wavelength on the same physical 
link duc to the current techuology restriction, an important 
task in implementing multiple multicast is to construct a 
minimum cost M F ,  which is wavelength contentiou-free. 

To achieve this, we take a greedy approach to fiud an 
approximate optimal multicast tree fnr each multicast iWT, 
onc-by-one employing Algorithm B.1, where all edges of 
A/lTjare marked with an infinitely largc wcight as soon as 
ATf i  is constructed, and before constructing the next tree so 
as to ensurc that these edgcs will not be chosen again by the 
later trees and hence, no waveleugth contention can 
possibly occur. Note that thcre can be T !  ways nf ordering 
all WP&’s,  each possibly resulting in different total cost foT 
the final MF. We take the heuristic of nrdering them by 
size, which is the numbcr of participating nodes in the 
multicast group, for the reason that the sinaller size an A 
has, the more Ilcxible alternations it can uudergo. Our 
algorithm for multiple multicast is describcd as follows: 

Algorithm C.1 
{*Multiplc multicast for M I  My, M,, wherc M ,  = 

( S i ,  a).*} 
1. Sort { M L ,  M2, . . . , Mv} into increasing sizc order 

{ M r , > M w A , .  . . , M T , } .  
2. for i = 1 to r’ do 

Construct multicast tree 
rithmB.1. 
For each e E E(M‘T,) mark w(c) with weight M. 

for M i  using Algo- 

The correctness of the algorithm is seen clearly from the 
grcedy approach. The timc complexity of the algorithm is 
O(rlogr -1- C:=, t h ~ ~ , , ) ,  where /,,lrr, is the time complexity 
required for constructing thc multicast trcc for Mi.  With 
our result for multicast in the previous section, we havc the 
following theorern: 
Theorem 3. The problem of ninltiple rnnlticnst f o r  1’ groups of 

sizes .gl, !j2,  . . . , gr, respectiuely, iii n WDM netzuork can biz 
solved in O((C:=i &(kn + I I J ,  + ~ ~ I n g ( h ) ) )  time, where n, 
m, and k: arc the izuniber of nodes, links, and nunilable 
zunuclengths in the network, respectively. 

The probability of edges of A , falling to those of MTr, 
is the probability of wavelength contention and hence, 
qneuing delay increase caused by MTrz and M7‘rj both 
wanting to access the wavelength representcd by this edgc 
(channel). As proved in Lemma 3.1, in the expccted case 
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Fig. 4. Wavelength contention caused by three multicast trees 

when all edges in GA,, have an equal probability to bc used 
by all multicast trees, our heuristic is optimal in the sense 
that it minimizes the avcragc probability of edges of MT, 
falling to thosc of MTr8 for j > i. Therefore, Algorithm C.1 
has the same approximation ratio as Algorithm B.1 in the 
above expected case. 

4 ROUTING IN UNRELIABLE NETWORKS 
In this section, wc consider the routing problem in an 
unreliable WDM network in which both optical channel 
(wavelength) and wavelength conversion faults may occur. 
The optical channel fault occurs in the cases such as the 
designated wavelength on the channcl is accidentally lost, 
distortcd, and insufficiently amplified. The wavelength 
conversion fault occurs whcn the corresponding wave- 
length conversion within a node cannot be completed 
correctly due to hardwarc fault in the receiver or switch. We 
call the faulty hardware blocking a single wavelength 
conversion a faulty Xate. From our optical model describcd 
iu Section 2, wc know that a channel of any link and a 
wavelength conversion in thc WDM network G corre- 
sponds to an edge in (.'h, respectively. By transforming G 
into C,,i, we have effectively converted the channel faults 
and wavclength conversion faults in the WDM network into 
only edge faults in Clr. Wc give in this section a set of 
cfficicnt algorithms for point-to-point requcsts, multicast 
and multiple multicast on our cost model of Equations 2-3 
in an unrcliable WDM network. We assumc that Gh, in this 
section is ( f  + 1)-edge connected, so that any 1' faulty edges 
of thc same direction at one node will not disconnect Cl,i. 

4.1 Point-to-Point Routing 
We consider routing in an uiireliablc WDM network with f 
edge faults in Chr. Let F = {e: ,  e ; ,  . . . , e ; }  be the sct of edges 
that are faulty. The whole process of routing consists of the 
following consecutive three stages: '1. finding path; 2. 
establishing the found path; and 3. transmitting message 
along the the establishcd path. F can be known locally at 
each associatcd node in GI,, at different stagcs of routing, 
requiring different strategies for fault-tolerance. Note that 
we do not require global state consensus. We consider thrcc 
cascs respectively: 

1. 
2. 

F is known before routing stage; 
F is known after finding path, but before establish- 
ing the found path; 

3. 1;' is known after establishing thc found path, but 
before transmitting message along thc cstablished 
path. 

For Case 1, since P i s  known before path finding, simply 
assigning infinitely largc weight tu each faulty channel will 
convert the unreliable network to reliablc nctwork and 
hence, algorithms described in the previous section will 

For Casc 2, which is more realistic and general and 
hencc, of our interest, we establish multiple paths for each 
edgc in GM such that for any portion of F falling to a path, 
we are able to choose an available alternative path from 
them to skip the faculty edges. This approach is better and 
more practical than thc two straightforward solutions. The 
first finds f + 1 cdgc-disjoint shortest paths from s Z  to t, for 
each i. This, however, can generate paths of unpredictable 
largc weight. The second computes and stores the shortest 
path from si to 1, for each of the cascs when taking .f edges 
out from the s ip t i  shortest path computed by Algorithm 
A.l, in order to achieve a minimum cost. This will, 
howcver, require clearly exponcntial time, since the number 
of such cases is exponential to f ,  

For Casc 3, different strategies can bc applied to obtain a 
solution. One method is that routing for each request is 
realized by implementing a reliablc communication proto- 
col that requires the receiver to acknowledge receipt of 
message to the scndcr for each step of routing. This requircs 
considerable ovcrhead, but guarantees rcliability. Another 
method requiring less overhead is to construct two or more 
edge-disjoint paths for each request and send mcssagc 
along these paths indcpcndently. This method is more 
efficient but does not guarantee reliability. Message is sent 
along the shortest path establishcd by Algorithm A.1. At 
any stcp if a sender U doesn't rcceive an acknowledgment 
from a receiver w, it should assume that there is an edge 
fault on the path from I L  to w, and as  a result an alternative 
path from 'IL to i )  is sought and message is sent along that 
path. 

Our purpose here is to present a simple and efficient 
solution with thc abovc approach for fault-tolerant routing 
in Case 2. Given ?requests R = ((SI, t l ) ,  (s2, / , 2 ) ,  . . . , (s,., &)}, 
for each rcquest ( s i ,  1,) we are required to cstablish a robust 
communication path from ,s, to ii that can tolerate any (up 
to) f cdgc faults in each of the above two cases. Notc that 
since our routing involves circuit switching, a physical path 
from source to destination must bc established before the 
message transmission takcs place. We propuse the follow- 
ing approach. 

apply. 
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Let Pi,= {et, 4 , .  . . , e r }  be the shortest path from si to t i ,  
where e: = ( / i , ( e ~ ) , l ( e ~ ) j ,  Assume that the size of k', /, is 
known before routing stage (but not the content of F) .  Wc 
compute f alternative paths across two endpoints after 
removal of each e E E M ,  that are edge-disjoint shortest 
paths in length increasing (non-decreasing) order and have 
thc same orientation as edge e. This is done as preproces- 
sing only once without knowing t.'. During the course of 
establishme~lt of paths for the routing requests when F is 
known before routing stage, we then chain several such 
paths together to skip all faulty edges in F if they are 
encountered. The edge-disjointness of the f redundant 
paths for each edge on Pi guarantees that an alternative 
path can always be found in routing stage in the presence of 
any f faulty edges. 

We assume that both preprocessing (Algorithm A.2) and 
path establishment (Algorithm A.3) arc executed in the way 
of source routing, where A.2 finds alternative routes from 
h(e)  to t ( e )  when e is removed, and A.3 establishes physical 
paths to skip all faulty edges on each path found by 
Algorithm A.1 in the previous section. 

Algorithm A.2 
('Construct alternative paths for every edge e t E,v.*] 

for every edge e E E,LJ do 
Find f shortest paths connecting h(e )  to t ( e )  in E,,,, - { e }  

Store these paths in ?(e) according to length increasing 
order in P(c)[i ,  f ] .  

that are edge-disjoint with each other; 

When all redundant paths are computed by 
Algorithm A.2, path cstablishmcnt from s i  to t ,  along 
each path found by B.l in the presence of F =  

,e;}  is carried out as follows: For any path 
2 , .  . . ,cl,], let t ( P )  = / ( e , )  and h ( P )  = h(ep ) .  We 

say that node U precedes node 11 in P, denoted by U i U, 
if there exist ci and ej  in i', i 5 j, such that t ( e i )  = U and 
A ( e j )  = w. That is, node 71 precedes node w in P if 'LL 

appears before U on path P. We use P[i(e{),h(eJj] to 
denote the segment path {eZ,ea.+,, , , . , e J ]  in P, and R ( 1  P 
to denote the update to path R, with P such that R 1 1  I' 
contains thc shortest path from /,(R,) to /L(P). Below is the 
algorithm: 

Algorithm A.3 
(*Establish a physical fault-free path for every request ( s i ,  l i )  
along the already found path P, = {e : ,  E 

15 i 5 T . ' }  

for i = 1 to T do 

1. lli  :=e; ;  
2. for j = 1 to pi do 

if (4 e F )  A (h(14) 4 h(e;)) then 
{*If h(c:) i h(Ri) removal of e! will have no effect on 
R,:} 

U := 1; 
while P(e:)[ij,] n F # I4 do 

1k := 'I1 -t 1 ; 
(*Choose a shortest path across V1[Pz - {e:}] and 
V'[i: - {e:}] that contains no faulty edges.? 

n, := cl, 11 P(e3[.]; 
(*Include the chosen path into the route.*) 

{*Include the last segment of Pi that connects h(ni) to 
h ( e Y )  = tz. '} 
Add h[k](L(e)) to &(e)  for each c 6 1: using wave- 
length Xi. 
(*Increase the queuing delay for each replacement 
edge.") 

3. Ri :=It, 11 C[h(Rij,L1]; 

Note that since we do not know which replacement path 
will be used for each edge in P,, we do nnt assign any 
queuing delay for edges on replacement paths when we 
construct the rcdundaut paths in Algorithm A.2. Instead, 
we assign each such edge a queuing delay when the 
replacement path is physically included in the path for 
routing message in Algorithm A.3. This is different from the 
queuing delay calculation for the edges in 1: in A.l,  for 
which we know beforchand that all edges on P?, will be used 
for the ith request routing. 
Lemma 4. Algorithm A.3finds a path correctfyfor each request 

( s i ,  l,,) when there are f faiilty edges in 
Proof. We show that Algorithm A.3 always finds a path for 

request (.s,, %,) for any set F of f faulty edges. This can be 
seen froin the fact that for any e: c 1: there are ,f edge- 
disjoint paths in P(ej)  and therefore at least one of them 
contains no faulty edges for any set of f faulty edges. 
Without loss of generality, wc assume that F' = En 1: = 

{ e i , ~ ,  . . . ,  r j ; }  and P ( c j ) [ ~ ~ ]  is the path in "(e!) that 
contains no faulty edges for 1 _C .I 5 f:. Thus, chaining all 
these paths together with the last segment of Pi that 
c o n n e  c t s h(?(e,j[?,j;]) t n t,, t h a t i s , 
( U j P ( [ ! J j [ ~ ~ ] j U ~ [ / ~ ~ ~ ( f ~ ~ j [ ~ j ~ ] j , i ~ ] ,  constitutes a path 
from s i  to 1, 0 

Next we show the quality of the path found by 

F c P, Algorithni A.3finds a path connectinx the 
f irs t  node to the last node ofpnth P whose length is nu more 
than f times of the optimnl (shortest) one. 

Proof. Let P = { q , e 2 ,  ,. . , e p ] ,  p > f .  Assume that the 
optimal path connecting t ( e , )  to / r (e j , )  that skip all edges 
in F c P has a length increase AI., over P. Suppose that 
for each edge ci ,  1 5 j 5 p ,  the alternative path that skips 
er computed in Algorithm A.2 has a length increase At,j, 
Clearly 5 A,. for all j, since the former has more 
candidate edges than the latter for the alternative path. In 
the case when all f edges in F =  {e,,,e,, , . . . ,  e,!] are 
simultaneously faulty, Algorithm 3 simply chains the 
alternative path (segment) skipping e,, with that skip- 
ping e,,, . . . , and with that skipping ej, one-by-one. Thus, 
it introduces a total length increase E;=, AI,,,,, Since 

A , . , ,  5 fA,.', each path found by Algorithm A.3 is 
O 

In the general case F g P, the quality of the paths found 
by Algorithm A.3 does not follow the above /-factor 
approximation. In fact, in order to achieve 1-approximation, 
an algorithm needs to compute alternative paths that skip 

Algorithm A.3. 

Lemma 5. 

at most f times worse than the optimal one. 
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every edge on the previously computed alternative path 
rccursively. This will clearly require exponential time. 

Using Uijkstra's algorithm to find a shortcst path in G,\1 

in tsp = O(IEA,J + 1V~il log Il/n,l) time, we can complete 
Algorithm A.2 in time 

For Algorithm A.3, we usc a bit-vcctor U to represent all 
cdges in b'-L?[i] = 1 if ei t b' and U[i]  = 0 otherwise, and 
record at each node its rank in path P; at the sainc timc 
when P, is constructed in A.2. With this, we can chcck (e: t 
F )  A (Ij,(Ri) + /I,(<()) in O(1) time aud ? ( e : ) [ ~ ]  n F # G1 in 
O(lEa, I /  lug I E,b, I) time. Consequently, we can complete 
A l g o r i t h m  A . 3  i n  o(C:_,PiSlEnil/l[,gIEnrl) = 
C~(f~.I~l,llE,t,Z,/logI~,,il) time. By eqnations 4 and 5 we 
have the following theorem: 

Theorem 4. When J redundant pnths are precomputed for each 
e&e in C M ,  the problerw of multiple point-to-point routing for  
r requesls in on nnveliablr WDM iietwork with up to f faulty 
opticnl clzanncls and wavclengtlr conversion gates can be 
solved in 

time, where n, in,, and k are the number of nodes, linlk, and 
avnilnble wavelrngths in the network, respectively. 

Clcarly, if multiple point-to-point routiug in a reliablc 
WDM network rcquircs time t , l f p p  (Algorithm AA), the 
same problcm in an unreliable WDM network with f faulty 
edges can be solved in O ( , f k n /  lng(kii,)L,,,,pp) time. Precom- 
puting all rcdundant paths by Algorithm A.2, executcd only 
oncc, requires O(kz/(kn,  + ,m)(kn, + in + nlug(k7~))) time. All 
redundant paths are stored permanently for usc by 
different routing requests. 

4.2 Multicast 
Now we consider the problcm of multicast in an unreliable 
WDM iictwork modeled by G,,,,. For multicast M = ( s , D )  
that transports information from sourcc node s to all 
destination nodcs in set D = I t , ,  t 2 , .  . . ~ tg}, we know that 
in a robust GM, M can be accomplished through sending 
message along the tree edges of a multicast tree MT rooted 
at s. From Scction 3.2, we also know that thcre is an MT that 
can be constructed efficiently whosc cost is within an 
approximation ratio of less than 2 to that of thc optimal 
Steiner tree in the cxpcctcd case. Our task in this section is 
to construct a communication structure for M that can 
tolerate any f edgc faults in an unreliable Gn,. 

Let F = {e:, e ; ,  . . , ,e>} bc the set of faulty edges in Go 
which are known aftcr routing stage 1 and before routing 
stage 2. For other cascs, solutions are the same as given in 
the previous section. The basic idea to achieve fault-tolerant 
multicast is to enliancc cvery edge in multicast trec &IT 
with multiple alternative paths such that 
connected via at least one of these paths in thc case that all 
cdges in F are broken for any P, To achieve this, a trivial 
solution is to compute (,f + 1) edgc-disjoint minimum 
spanning trees of Chi. Another straightforward approach 
is to establish k edgc-disjoint alternative paths for cach edgc 
in AIT that connect the two cndpoints of the edge such that 

tlic two cndpoints are always connected via one of these 
paths in case of k faulty cdges. These two approaches, 
although both feasible, do not provide a low cost to the 
modified M ' .  In order to maintain the cost of MT as small 
as possible, a better approach is to rcconucct the two 
connected components, not necessarily thc two cndpoints of 
thc faulty cdge, when an edge in MT is faulty. For a faulty 
edge (i 2 ( U , P J ) ,  lct MT(") and ) be two connected 
components (trees) after remov , where M'7"') and 
MT(") contain endpoints 21 and U, respectively. Our 
approach first calls Algorithm A.2 to enhance cach edge 
in G u  with f rcplacement paths (redundant cdgcs), so that 
an MT constructed in C,w can tolerate any b' edge faults. As 
in A.2, this is done only once as a prcprocessing procedure. 
We then find a shortcst replacement path connccting node 11, 

and any node in IvIT(~') for any faulty c = ( 7 1 , ~ )  t E ( M ' f )  
after MT has been found by B.1. 

When each cdge in G,bI has been enhanccd with f 
alternative paths by Algorithm A.2, after the multicast tree 
MT has been found by Algorithm B.l  for multicast request 
M ,  path establishment on MT in the presence of any up to 
f faulty edges I? = {c;: e;, . . . , e ;}  is carried out as follows: 
Let {cl ,  ~ 2 ,  . . . , ejl:(urr),} be level-by-levcl ordered edges of 
MT. The multicast proceeds by sending message originated 
at roots along cdgcs cl fori = I to IE(M1') in  
is faulty, then an alternativc path of the shortest length that 
does not contain any faulty edgc is chosen from ?(e) to 
deliver the message. To support faulty cdgc dctcction, each 
path in ?(e) uses a bit-vector of Ifi.tf1 bits to store the 
presence of each cdge of C,,, in the patli-"O" for 
nonpreseucc and "1" for presence. To facilitate alternative 
path selection, all paths in ?(e)  are stored in the order of 
their increasing lengths. We use an array of f x 1EAn 1 bits for 
?(e) and let F store the global indices of all faulty cdgcs, 
that is, faulty edge e*, = ePjij for 1 5 i 5 /. Thus, we have 
immediately the following multicast path establishment 
algorithm, which is callcd for each multicast request after 
the multicast tree MT has been found by B.1 and executed 
in the way of source routing. 

Algorithm B.2 
{*Establish physical paths for message multicast from the 
root in MT found by B.l.*) 

f o r i  = 1 to lE(A4T)I do 
if e; t 1' then 

Deduct 6[k] (e , )  from &(e , )  if ei  uses wavelength At.; 
{*Reduce its queue length by 1 to reflect release of channel 
e*.*] 

j := 1; - nlt := FALSE; 

(i := 1; - nit := 7'RLJE; 
while (j 5 f) A (nlt = 'Z'RUb') do 

while ( q  5 f )  A (nit = TRUE) do 
if ?(ej)[ , j][F[q]]  = 1 then alt := b'Ar,SE; 
q : = q + 1 ;  

j := j + 1; 
{*Choose a shortest path in ?(e) that contains no faulty 
edges.*] 

if thc above replacement path contains a node 
711 E M T ( " )  then 
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Delete the cdge pointing to i i) in 
whilc maintaining the path connecting 

MT = M7' /I P(c ) [ j ] :  
Add h[k](L(djj to dA,(c ' )  for cach (? t P(cj[,j] using 
wavelength XI. 

[*.Update M'I' and the edge wcight fnr cach edge on the 
new path.") 

Note that 'loop' in tlie above means morc than one 
incoming edges ton tree node. It is not a loop in the directed 
sense. 
Lemma 6. Algnritlmi B.2 currectly iniplemisits miilticnst M it7 

ail  iinreliable WDM mlwork with irp to f fnrdty edges in Gi,,. 
Proof. The correctness of the lemma can be sccii easily from 

the fact that for cach (1 E E(AflT) in Gar that models the 
WDM network, there arc f edge-disjoint patlis in P(c)  
constructcd by Algorithm A.2, and thercfore, at Icast one 
of these paths will pass mcssages through for any set of f 
faulty cdges. 0 

We know that Algorithm A.2 can be completed in time 
O(fIi%r\(lE,1,\ + IVtrllog IVhrl]), which is thc preprocessing 
time. Using Algorithm B.1 to construct MT in time ljw1, and 
Dijkstra's algorithm to find a shortest pith, Algorithm B.2 
rcquires < > ( I ~ . h l l . l f '  + l ~ , r l h g I ~ l , l j  time. With l ~ , ~ ~ l  =: 2 k n  
and lEdr1 = k% + kin,, we have the following theorem: 
Theorem 5. The probleiii of multicast of <?roup size g in on 

unreliable WDM iietzuork willi up to f fnirl ty optical chnnnels 
niid wovelength coizversinn gntes can be solved in O(k:f'(lm .I. 
vi) -1- knlog(krijj t ime,  zuitli preprocessiiifi s i ippor t  of 
O(k'f(krr + 'i71j(kn + ) t i  + nIng(knj]j time, 7uirere ii, nr, 
and k are the nuniber of i iodes, links, a n d  avnilnble 
iuavclengths in the iietzonrk, respectively. 

The preprocessing hcre is the same as for multiple point- 
to-point routing irnplemcnted by Algorithm A.2, and runs 
only once for all routing rcquests. Let multicast in a reliable 
WDM network require time t>t,rc, (Algorithm B.l).  Prom the 
above discussion, it is clear that multicast in an unreliable 
WDM network with f faulty edges vcquires O(f2/q2/,hlc;) 
time. 

4.3 Multiple Multicast 
We now consider the gencral group communication pattern 
of multiple multicast. Let M I ,  M 2 , .  . . , M, be r groups of 

( s i :  D'), 1 5 i 5 'T, where si is a source 
} are the destinations, Gal must be at 

least (f  + T +  1)-edge conncctcd. In an unreliable WDM 
nctwork with up to f faulty edges in Gar that are known 
aftcr routing stage 'I and before routing stagc 2, Mi alone 
can bc realized by a multicast tree MT, constructed by 
Algorithm B.2. As we stated in Section 2.3, since all AfT,'s 
are constructed concurrently and independently, edges of 
different MT, in IMP = UMT, may fall onto the same edge 
of (>),I, and hence, possibly cause wavelength contention on 
the same optical link of the nctwork. Thus, our task here is 
to construct all MT7's in such a way that results in a 
minimal wavelength contention for all thc trees in MI.'. We 
use the same greedy approach as in Section 2.3 to achieve 

the abnvc: construct an edge-enhanced Cn1 for fault- 
tolerance by Algorithm A.2 as preprocessing; then, aftcr 
approximate multicast tree MT, for each multicast M, has 
been found by Algorithm C.l, establish physical paths in 

one-by-onc in size, increasing order in the 
presence of any F applying Algorithm 8.2, where edges 
of all physical paths in d f l ;  arc marked with an infinitely 
largc weight as soon as they arc established before 
establishing piths for thc next tree. This will cnsure that 
nncc physical paths in M'!; are established, they will not be 
chosen again by paths in MTi for all .i > %, and hence, no 
wavelength contention can occuu on any link. Our algo- 
rithm for multiple multicast in an unreliable WUM nctwork 
is described as follows: 

Algorithm C.2 
[ *Est ab I ish p h y s i ca I paths  for mu 1 tic a s  t trees 

, MTr, sorted in size increasing order found 
ireliable WDM network with up to f faulty 

edges.*) 

for a = 1 to I' do 
2 to establish a set (if physical routes 
, that skips all faulty edges in A f l r , ;  

For each I !  t 'R(MT,) -- M T ,  mark w(c) with weight W .  

The correctness of the above algorithm is obvious. The 
time complexity of the algorithm can bc dircctly obtained 
from that of algorithms A.2 and B.2. This results in the 
following theorem: 
Theorem 6.  The problem uf multiple multicasl of i' grnups of 

niaximunr size ,q in aii Lmreliable WDM netcvork with up to .f 
fociilty oplical channels and wavelength conversion gates con 
be solved i n  O(i ,k ( f2(kn  + 711) + nlog(knj)) time under tlie 
same preprocessing as for multiple point-to-point nnd inzrlti- 
cast roirting, where n, III,, nnd k are the nuniber of nodes, liiiks, 
and nvailnble waveleiigtlis in the iietzunrk, respectively. 

Let the time for multiple multicast routing in a reliable 
WDM nctwork be I h i , ~ ~ ~ ;  (Algorithm C.1). It is clcar that 
multiple multicast in an unreliable WDM network with .i' 
faulty edgcs would require O(/" /  g~t,linrcj time. 

5 CONCLUDING REMARKS 
We have prnposcd a set of efficient algorithms for fault- 
tolerant routing in WDM networks on a new modcl of 
routing cost. Our new cost model considers not only the 
costs for wavelength access and convcrsion as dcfined in 
the existing model [7],  1201, but also the cost for queuing 
signals of the same output wavelength at the same nodc, 
which is an analogy of link multiplexing cost in traditional 
electronic networks that require link sharing. The commu- 
nication patterns covercd in our algorithms include three 
general types governing almost all current communication 
paltcrns: multiple point-to-point routing, multicast, and 
multiple-multicast. For each of these communication 
patterns, our algorithms on the new cost model are more 
complex than thosc on tlie existing ones because of the 
requirement of considering the queuing delay. For finding 
good routing solutions, we introduced an auxiliary graph 
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which can be used to minimize the total cost by considcring 
three different costs simultaneously. Based on such an 
auxiliary graph, we obtained fault-tolerant communication 
algorithms by first developing a set of algorithms for the 
above communication patterns in a reliable WDM network 
on the new cost model, and then enhancing thc physical 
routcs constructed by these algorithms accordingly, such 
that routing among the enhanced routes can tolcratc any ,f 
faulty optical channels and wavclcngth conversion gates in 
the network. For cach of thc communication patterns, our 
algorithms run efficiently in time polynomial to thc 
network size and the number of wavelcngths. The 
algorithms for multiple point-to-point rnuting is optimal 
in the regard of minimizing path overlapping probability in 
the expected case. The algorithms for multicast and mnl t i -  
ple multicast in reliable WDM network produce suboptimal 
ontcnme with an approximatc ratio less than two in the 
expected casc. It casily can be secn that all our algorithms 
are deadlock-free. 

In thc optical model used in this paper, we assumed that 
there is exactly one receiver at the input port for cach 
available input wavelength, and one transmitter at the 
output port for each available output wavelength. Our 
approach can be cxtendcd to handle the case when there are 
more or fewer receivers/transmitters than the number of 
available wavelengths at each nodc by simply using more 
or less qncucs (buffers), and modifying the switching 
structure in Fig. 1. This will result in a modified auxiliary 
graph reflecting the above changes, making our proposed 
algorithms still applicable with minor changes. 

In O L I ~  routing algorithms, the existence of multiple 
routes for multiple point-to-point and multiple multicast 
problems is guaranteed by sufficient network connectivity. 
In case the connectivity is relatively small, it is not always 
possible to succced in finding all routes. In such a case, 
some routing requests may be rejected, which is common in 
circuit-switched networks. Hence, routing with QoS accord- 
ing to the priority of request will be imposed for this case. 
Moreover, QoS routing on multiple resource constraints, 
such as priority, bandwidth and timing, will also become 
necessary in order to makc WDM networks suitable for 
applications of real-time traffic with QoS, such as VoD. We 
bclicve that the work presented in this paper also provides 
a framework for development of new models and 
algorithms for QoS routing in futurc WDM networks, This 
shall remain as a focus of our future research. 
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