Demo Abstract: A Testbed for TCP in
Heterogeneous Wired/Wireless Networks

Chengdi Lai, Ka-Cheong Leung, and Victor O.K. Li
Department of Electrical and Electronic Engineering
The University of Hong Kong
Pokfulam Road, Hong Kong, China
E-mail: {laichengdi, kcleung, vli@eee.hku.hk

Abstract— Transmission Control Protocol (TCP) design in het- RAM, ROM, an SD card, and USB ports. The operating
erogeneous wired/wireless networks is challenging due to packetsystem of EZ270 is embedded Linux.
reordering and error-prone channels. We have implemented a  ~ 1y o\ hervision software consists of a socket service and a
testbed for evaluating the performance of TCP variants under .
packet reordering, congestive loss, and non-congestive lo@ur Web server. The former is connected to the network through
demonstration shows the flexibility of our testbed to accom- Ethernet to perform test data collection and network céntro
modate channels of different characteristics. This facilitates the operations. The latter serves as an interface to the end user

experimental study of TCP over heterogeneous networks. It ats  sers can access the web server to perform network configu-
demonstrates the feature of TCP-NCL as a unified solution for ration and test data analysis.

effective congestion control, sequencing control, and loss regery

in heterogeneous networks.
I1l. TESTING FRAMEWORK

|. INTRODUCTION We design the test cases on the testbed by selecting var-

The next generation network is expected to be heterod@us_combinations of TCP va_riants and channel cqnditions.
neous, including both wired and wireless components. Franzection lll-A presents a generic framework of deploying TCP
mission Control Protocol (TCP) design is challenging due ¥§fiants. Section I1l-B describes the emulating softwdrat t
packet reordering (say, introduced by link-layer retraissm helps to imitate various channel conditions.
sion) and error-prone channels. It is thus highly desirable TCP Variants
to perform experimental study of TCP variants under packet

reordering and non-congestive loss. However, existinggexp The difficulty in modifying the kernel hinders the imple-

mental testbeds for TCP, such as WAN-in-Lab [2] and F,I_A,\[pentation of most TCP variants proposed. To facilitate the
ETLAB [4], do not con’sider packet reordering, congesti Implementation, we devise a generic framework for develgpi

W : . .
: i ‘IJ‘CP variants in the Linux/UNIX kernel. We observe that a
loss, and non-congestive loss simultaneously.

@ajority of TCP variants differ in their congestion control
We have set up a heterogeneous network testbed for St“aXa loss recovery operations, which are realized coopehati
ing the performance of TCP variants with the presence of ¢ y op ' P

n- . . .
gestive loss and either non-congestive loss or packetedarl %y three TCP major functiosnamely, the TCP input func-

or both. The intensities of packet reordering and randora IotéOn thf'f‘W"* th_e TCP oqtput functloncp,output and th_e
. . etransmission timer functiotcp_timer_rexmt as illustrated in
can be adjusted by varying some control parameters of the

s : o Ig. 2. Thus, a TCP variant can be deployed by: 1) defining
testbed, thereby mimicking various channel conditions. . F data structures in the TCP control block, 2) maintairtingy

: ) o
The rest of the paper is organized as follows. Section (ﬁata structures in the three aforementioned functions,3nd

describes our testbed design. Section Il presents thmgeStmodifying/replacing the fast retransmit, fast recovenglar
framework. Finally, we discuss our demonstration plan iﬂatransmission timeout algorithms '

Section V. Il. TESTBEDDESIGN In [1], we have devised TCP-NCL, a sender-side TCP

) . variant as a unified solution for effective congestion con-
Our testbed consists of two major components, namefyy| sequencing control, and loss recovery over reorderin

the heterogeneous network and the supervision SOﬂ""are'e"f‘ﬁ)r-prone channels. High-precision timestamps areedtor
|Ilustrateq in Fig. 1(a) [3]. The network consists of a numbe ., packets transmitted ificp_output updated intcp.input
EZ270 wireless nodes, desktop and laptop computers, Senvghsed on the incoming acknowledgements, and properly re-
wired and wireless gateways, switches, and so on. set in tcp_timerrxmt The fast retransmit and fast recovery

_Each EZ270 _node has mL_lltipIe wirel_ess_interfaces a”daﬂgorithms are replaced itep.input by our serialized timer
wired Ethernet interface, as illustrated in Fig. 1(b) [6h€T girycture.

G2M5477 module from G2 Microsystems is selected as thelThe architecture follows that of BSD UNIX [5]. Despite the sgible
IEEE 802.11 radio mterfacg. EZ270 is aIso. equped \_N'mfference in the naming conventions and function' callingussce, most
XScale PXA270 as the micro-controller unit (MCU) withLinux/UNIX kernel adopt similar structures in their TCP/IRasks.
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(a) System architecture of the testbed. (b) EZ270 wireless node.

Fig. 1. Our heterogeneous wired/wireless network testbed.
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Fig. 2. Software architecture for TCP. Fig. 4. Demonstration setup.

Max, pReorder uploaded from the destination to a monitoring terminal and
l plotted in real time. TCP-NewReno or TCP-NCL will run at

(ip_rev. }——(ip_rev_finish} (_ip_forward ) (_ip_send }..-- ) A .
the source by enabling different socket options. We compare
Fig. 3. IP processing path of the Linux kernel. the performance of TCP-NewReno and TCP-NCL under three
sets of test cases, as shown below:
B. Emulating software 1. In-order, error-prone channel: The link between theyrela

We madify the Internet Protocol (IP) implementation in thend the destination is wireless. No packet is reordered in
kernel of relays so that packet reordering can be introductdnsit.
with a configurable intensity. Fig. 3 illustrates the prasieg 2. Reordering channel of negligible transmission errore Th
of an IP packet in a Linux relayp_rcv takes an IP packet from link between the relay and the destination is connected via
a network interface and pass itimrcv_finishafter the validity Ethernet. We introduce packet reordering of various irtiess
check. The latter decides the next forwarding hop and invokat the relay.
ip_forward, which updates the control information of the 3. Reordering, error-prone channel: The link between the
packet and call§p_sendfor sending it. Packet reordering carrelay and the destination is wireless. We introduce packet
be introduced by modifyingp_forward such that it postpones reordering of various intensities at the relay.
the invocation ofip_sendbased on the parameters controlling The demonstration will show how the performance of TCP-
the intensity of packet reordering. NewReno is affected by packet reordering, congestive loss,
The packet loss rate over a wireless link can be tuned Bpd non-congestive loss. The effectiveness of TCP-NCL as
adjusting the power level of a wireless interface (the G2KKB4 a unified solution for congestion control, sequencing antr
module), or by varying the distance between two connectaedd loss control will also be demonstrated.
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