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Abstract

I study and compare preference aggregation in a simultaneous and
a sequential multicandidate election. Voters have perfect information
about their own preference but do not know the median voter’s preference.
A voter has an incentive to vote for her second choice for fear that a
tie between her second and third choice is more likely than she would
like. Therefore, a voter may want to coordinate with supports of her
second choice. I show that when voters’ preference intensity for their
first choice is moderate, in the limit as the electorate increases, there is a
unique equilibrium in the voting game within one voting round exhibiting
multi-candidate support. In such an equilibrium, the ex ante probability
that a candidate wins increases in her supporters’ preference intensity
and decreases in her opponents’ preference intensity. There is too much
coordination with supporters of a voter’s second choice in that sometimes
the median voter’s second choice wins the election. A sequential election
allows later voters to coordinate with earlier voters. Therefore, in the
last voting round, votes are split between the two front runners. The
voting outcome in the first round affects the voting behavior of the second
round. A victory of a voter’s favorite candidate in the first round may
change the outcome of the second round from the voter’s second choice to
her favorite candidate or from her last choice to her second choice. When
preference intensity is moderate, voters vote more for their first choice if
they vote first in a sequential election than in a simultaneous election, and
the probability that the median voter’s first choice does not win a voting
round is smaller if voting takes place sequentially. Using this model, I
show that in a sequential election with ex ante identical states, no matter
who the median voter in New Hampshire is, voting first is better than
voting second if preference intensity is small.

1 Introduction

The outcomes of early elections play an out-of-proportion role in the US Presi-
dential primary. Adam (1987) reports that the 1984 New Hampshire primary
got nearly 20% of the season’s coverage in ABC,CBS, NBC and the New York



Times, even though New Hampshire accounts for only 0.4% of the US popula-
tion, and only four votes out of 538 electoral votes in the presidential election.
In the 1980 Republican primaries, George Bush and Ronald Reagan spent about
3/4 of their respective campaign budgets in early primary states, which account
for much less than a fifth of the votes in the Republican convention in 1980
(Malbin, 1985). The emphasis on winning early primaries may come from the
widely-held belief that early winners gain “momentum” due to the sequential
nature of the election.

However, recent primaries have become more “front-loaded” into the early
weeks. California has recently passed a legislation to move forward its primary
to Feb. 5, 2008, only after 4 other primaries held in January. The media in
general views this as “selfish” behavior on the part of those states. It has been
argued that a more front-loaded primary system makes it more important for
candidates to raise a lot of money early (William Schneider, 1997) and a more
front-loaded 2008 primary gives well-established candidates an advantage. On
what ground do these assertions stand? And if they are true, through what
channel does the timing structure affect the voting outcomes?

Existing literature that study sequential elections has for the most part re-
stricted attention to contests between two candidates. However, there are
usually many candidates in a presidential primary. For example, Sen. Hillary
Rodham Clinton of New York, Sen. Barack Obama of Illinois and former sen-
ator John Edwards of North Carolina, are all considered front runners in the
2008 primary for the Democratic party. With only two candidates, voters sim-
ply vote for their preferred candidate. In a multi-candidate contest, however,
some voters have to vote strategically for their second choice if they believe
their most preferred candidate has a smaller probability of being in a close race.
Therefore, voters’ beliefs about relative popularity of every candidate, and the
relative likelihood of different pivotal events, play an important role in their
decision.

Given this element of coordination in multicandidate contest under plurality
rule, it is not surprising that with common knowledge assumption of the elec-
toral situation, the voting outcome involves either a complete success or failure
of coordination. Duverger’s Law (see Riker 1982) asserts that “plurality rule
brings about and maintains two-party competition”, because only two candi-
dates should be expected to get any vote. This represents complete success of
coordination. Most of the literature focuses on these “Duvergerian” equilibria,
but offers no formal theory as to which two candidates should be considered
“serious” contenders. In addition, it cannot explain the incomplete coordina-
tion observed in many multicandidate election outcomes. For example, in the
1970 New York senatorial election, even the trailing candidate among the three
got more than 24% of the votes, and the winner gets only 2% more votes than
the second.

Moreover, common knowledge of the electoral situation seems a very strong
assumption. The 1997 British Election Survey indicates that about two-third
of voters who expected their preferred party to come second actually found that
it came third (Fisher, 2000). There was clearly lack of common knowledge



among voters as to the identities of the first and second place winner, which is
inconsistent with that literature.

This paper presents a model of preference aggregation in a multi-candidate
election that features a candidate who is “a common second choice” for sup-
porters of the other two extreme candidates. Voters in the model only have
imperfect information about the distribution of preferences in the electorate.
Supporters of an extreme candidate have an incentive to coordinate with sup-
porters of the “common second choice” against their least favorite candidate.
Relaxing common knowledge assumption enables meaningful analysis of this co-
ordination effect. I show that this coordination incentive among supporters of
an extreme candidate is stronger when preference intensity for that candidate is
smaller, when preference intensity for the opposing extreme candidate is higher,
or when the prior belief of the share of supporters of the extreme candidate is
smaller. In addition, in those situations, there is excess coordination in that the
“common second choice” wins too often, i.e. sometimes “the common second
choice” wins even though the median voter favors one of the extreme candidates.
One interpretation of “the common second choice” is a candidate that’s widely
known and considered a “safe option”.

I then study an election that involves voting in three states (electorates) in
which the candidate winning the most states wins the election. This is close to
a Republican primary system. I compare voting behavior and outcomes under
simultaneous and sequential election. When preference intensity is not too big,
in the last state, supporters of the extreme candidate that has not garnered
any victory always vote for the “common second choice”. Thus the equilibrium
exhibit winnowing down of front runners. In addition, a victory by one extreme
candidate in the first state boosts the morale of her supporters in the second
state and results in more aggressive voting behavior by her supporters and higher
chance of winning in the second state. I show that when preference intensity
is moderately small, or when the ex ante share of moderate voters is big (eg.
larger than %), a sequential election reduces excess coordination motive in the
first state as compared to the outcome under simultaneous election and reduces
the ex ante probability that the candidate winning that state is not the median
voter’s first choice.

In addition to comparing voting behavior, I can also compare voting outcome
between simultaneous and sequential election. Even if sequential election does
not make extreme voters in the first state more aggressive, if the median voter
in the first state is extreme, then if preference intensity is moderate, she prefers
a sequential election to a simultaneous election because she can affect voting
outcome in other states toward her favorite candidate. If the median voter
in the first state is moderate, then she also prefers sequential election if the
probability that an extreme voter wins her state is at least 70% of that of the
share of extreme voters.

I can also compare voting outcome across voting order in a sequential elec-
tion. If the median voter is extreme, then she always prefers voting earlier, i.e.
first rather than second. If the median voter is moderate, then she prefers that
her state votes first if the other state that her state swaps voting order with is



“moderate” state, one in which preference intensity of extreme voters is small,
or ex ante share of extreme voters is small. This is because when the other state
is “moderate”, voting first makes its extreme voters more aggressive, which is
bad from a moderate voter’s point of view.

2 Literature Review

Dekel and Piccione (2000) and Ali and Kartik (2006) both study sequential elec-
tions between two candidates in which some voters have only imperfect infor-
mation about their own preference over the two candidates. Dekel and Piccione
(2000) show that any outcome of a voting equilibrium in a simultaneous election
is also an equilibrium outcome of a sequential election with any timing structure.
Ali and Kartik (2006), on the other hand, construct a Perfect Bayesian equilib-
rium in which “herding,” i.e. voting according to the history of vote counts so
far and disregarding one’s own information, happens with positive probability.
This suggests that in a race between two candidates, a simultaneous election
can be (but is not necessarily due to multiplicity of equilibria) more efficient in
gathering information than a sequential election.

Myerson and Weber (1993) and Myerson (2002) both assume common knowl-
edge of the preference distribution of the electorate, and show that under plu-
rality rule, for any pair of candidates in a “three-horse race”, there exists an
equilibrium in which only this pair are considered “serious” and get any vote.
Myerson (2002) call these discriminary equilibria because labeling of the can-
didates matter as to whether they have positive probability of winning. They
argue that “a large multiplicity of equilibria creates a wider scope for focal
manipulation by political leaders.”

Myerson and Weber (1993) also show via an example the existence of a “non-
Duvergerian” equilibria in which a group of voters fail completely to coordinate
to avoid the worst outcome, and the two losers exactly tie. They conjecture
that some additional assumption of dynamic stability or persistence may be
used to eliminate these “non-Duvergerian” equilibria.

This paper is most closely related to Myatt (2007), which studies simulta-
neous elections under plurality rule in which one candidate (the conservative
status quo) has a commonly known fixed fraction (< 3) of supporters, while
the rest of the electorate share the distaste of the status quo but disagree on
which of the other two (liberal) candidates is optimal. This assumption ef-
fectively reduces an election under plurality rule with three candidates to one
under qualified-majority rule between two candidates. Essentially, the (liberal)
voters have to coordinate behind the two (liberal) candidates. They relax the
common knowledge assumption by assuming that each voter gets an imperfect
signal about the preference distribution of the electorate (as evident in the UK
General Election of 1997). They construct a unige symmetric equilibrium that
is consistent with the 1970 New York Senatorial election, which displays limited
strategic voting and incomplete coordination. However, the assumption of a
fixed and commonly known support for one candidate does not seem to fit US



Presidential primaries.

It is difficult to characterize equilibria in a large election because probabil-
ity ratios of close-race events between different pairs of candidates can be quite
intractable. Myatt (2007) develops the solution concept of strategic-voting equi-
librium for large elections, which can be viewed as a Bayesian Nash equilibrium
with a continuum of voters. It facilitates the calculation through law of large
numbers arguments. Myerson (2000), on the other hand, tackels this issue by
assuming population uncertainty. They assume that voter turnout follows a
Poisson process with a commonly known preference distribution. The feature
of Poisson process that an individual voter’s belief about the behavior of the
electorate does not depend on his own preference type facilitates comparison of
limiting probabilities of different pivotal events as the size of the electorate goes
to infinity.

On relaxing common knowledge assumptions in voting situations, Fedder-
sen and Pesendorfer (1997, 1998) use a common value model for jury decision
making. In their model, each juror decides on one of two votes based on a
private signal about the defendant’s guilt and aims to convict the guilty and
acquit the innocent. Thus other jurors’ information matters even for a juror’s
own preference over outcomes. Fach juror infers about the merits of his two
actions from an assessment of the information possessed by others conditional
on his vote being pivotal. Therefore, if other jurors respond a lot to their
signals, a juror may have an incentive to disregard his own signal because the
information contained in the pivotal event outweighs his own information. This
is why bandwagon effects may arise in sequential elections with two candidates
in Ali and Kartik (2006). However, since there are only two outcomes, the
coordination effect in multicandidate contests is not present in these models.

3 A Multicandidate Contest in One State
3.1 The Model

Three candidates L, M, R compete in a simultaneous election. There are n
voters in the electorate where n follows a Poisson distribution with mean N.
Each voter has to voter for exactly one candidate. A voter can be of three
preference types: a right wing voter, r, prefers candidate R to M to L, a
left-wing voter, [, prefers candidate L to M to R, while a moderate voter m
prefers candidate M the most and is indifferent between R and L. A voter
of preference type ¢ receives payoff U;; when candidate j € {L, M, R} wins the
election. Write ¢, = % It represents the preference intensity of a right
wing voter for her favorite candidate. Define u, = log(2¢,). ¢; and u; are
defined analogously.

A voter in the electorate is right-wing with probability F' (n — @), left-wing
with probability F'(—n — ) and moderate with probability 1 — F (n—6) —
F (—n —0), where F is the cumulative distribution function for Laplace dis-
tribution with mean 0 and variance 2. 6 is an exogenously given parameter of



the model and in a way measures the size of the moderate population. Because
preferences are single-peaked, we can define median voter to be the supporter of
the Condorcet winner. The median voter is moderate if n € (—6, ), right-wing
if n > 6 and left-wing if n < —6.

A voter does not know the ideology of the median voter in her electorate.
That is, a voter in the electorate does not know 7. She believes that n ~
Laplace (0,«). Let G (.) and g (.) denote the cumulative distribution function
and the probability density function of the prior. In addition to the common
prior about 7, voter ¢ gets some additional information about the preference
of the electorate. She obtains a signal 7); € Laplace (1,1) independent of her
preference type. Based on her information and the prior, she then forms an
updated belief about 7. Denote by f (.|7);) the probability density function of
voter 4’s posterior given her signal 7),.

3.2 Sincere Voting and Coordination Failure

If every voter simply votes for his favorite candidate, then in a large election,
vote share of candidate C, denoted by p. (1), is almost equal to the probability
that voter is of type c. If 2F (—n) < %, when the share of two exreme voters are
equal to each other, it is smaller than the share of moderate voters. Because
pr (n) increases with n, and pg (0) = %, the median voter preferes R to M if
and only if n > 6. However, when 7 is close to 6 but smaller than 6, R still gets
almost half of the votes, while M and L share the other half. Thus R wins the
election even though the median voter is moderate and the majority prefer M
to R. This happens because left-wing voters and moderates fail to coordinate
with each other and support M together against R. 1 call this cross-camp
coordination failure.

3.3 Equilibria
3.3.1 Strategies and best responses

A voter’s type is her ideology-information pair (o;, ;) where o; € {I,m,r} and
7; € R. A pure strategy for voter ¢ is then a mapping from her type to the set of
candidates {L, M, R}. A sincere voting strategy simply chooses the candidate
that’s most preferred according to voter ¢’s ideology.

There are many equilibria in this game. For example, if every voter votes
for candidate j, then a voter is never pivotal and thus she is indifferent between
all candidates. Given any two candidates ci,co, there is an equilibrium in
which every voter votes for the one in {c;,ca} that she prefers. In such an
equilibrium, the election is reduced to a binary voting game. One can say that
the two candidates c¢; and cp are the front-runners and the focal point of the
election. However, the model cannot answer the question of how front runners
are chosen.

For these reasons, we focus on Bayesian Nash equilibria in type-dependent
strategies. In particular, we focus on equilibria in symmetric pure voting strate-



gies where the same type-dependent voting strategy s (o;,7);) is used by every
voter.

Consider a voter’s payoff given that voting strategy s is adopted by all the
other voters. Let x; denote the number of votes candidate j gets from everyone
other than voter 0. Then (xg,xpr, @) is a vector of random variables whose
distribution depend on the voting strategy v adopted by everyone else. If
voter 0 is moderate, then it is her best response to vote for M regardless of
her information because she is indifferent between R and L. It is a strict best
response as long as Pr{zg = xp Uxpr = xp|f);} > 0. If voter 0 is right-wing,
then her best response is to vote for R if

R 1 . 1 R
(Pr o = ol + 5 Pr {lo = o = 11} + 5 Pr fon = 21} ) (Uri = Ura)

1 . .
> ) (Pr{za = zp|fy} + Pr{er = x| }) (Urnm — Urr),

and to vote for M otherwise. A left-wing voter’s strategy is analogous. There-
fore, candidate R gets votes only from right-wing voters.

Denote by p; (n|v) the probability that a voter votes for candidate j condi-
tional on 7 given that voting strategy v is adopted. Then

pr(nv) = F(n—0)Pr{f; :v(r,f;) = Rln}.

3.3.2 Voting in Large Electorates

We assume that the turn-out, n, follows a Poisson distribution with mean N.
Denote by sy (0i,7);) an equilibrium voting strategy in such an electorate. We
focus on the limit of the equilibrium voting strategy sy (0;,7;) as N — oo.

Lemma 3.1 If everyone else in the electorate adopts a voting strategy such that
the probability that a voter votes for candidate c is equal to p. (1) when the state
variable is n, and voter turn-out follows a Poisson process with mean N, then
for any d € {-1,0,1},

lim Pr{|lzr — zp| = d and min{zg,zr} > zL|7;, P}
N—oo Pr{|xy, — xp| = d and min{zy, zp} > xr|7;, 0}
[ (gl9:) pL (nL) — Py (n)]

Flm) 1ok (r) — P (R)

where ng is the solution to pr (n) = par () and ny, is the solution to pr, (n)

pym (). In addition, if pr (7)) < par () for all solution 7 to pr(n) = pr (n),
then
g Prllzr —or| =d and min{zg, 21} > ol p}

Nooo Pr{|z; — zp| = d and min{zpr,z;} > o, 0t

where j, k € {R,L} and j # k.

0




3.3.3 Equilibria Characterization
It follows that a right-wing voter votes for R if and only if

FORI) - oo Uer = Usas 10 (1) = Py ()

log —= >
I (Lli;) Ut = UrL, |P/L (ne) — Pﬁw (np)l

where f(.|7);) is a voter’s posterior about 1 given her signal 7,. Using Bayes
update, we have

£l (g —nz) +20 (g = ) i, > g
NrM; . o
tos f(nilzm) =2 (m nR+nL) +2a (77 %) if ;€ (p.ng) -
3
—(np = 1) + 20 (ng - M) <y

Similarly, a left-wing voter votes for L if and only if

~log f(anij-) >
f (i)
Let BRy (un) (04,7);) be a voter’s best response when everyone else adopts

sy when the mean of voter turnout is N. Write ug = log 2%, then
limy_ oo BRy (vn) (r,7;) = R if and only if

e (1) = Py ()|

—u; + log
P (nz) — Py ()]

N+ 1L P (1) =Py (Mp)l 1
max {min {7, 1}, 7.} > (1+ @) EE —an —flog —Sur
T 2 ’ P1, (1) = oy ()]
where 7, is the such that limy_.oo (Pr (n.|vN) — M (M.lon)) = 0, c €
{R,L}. Let s* be the limit of s)y. Then by continuity, limy BRy (s*) ( 771 =

R if and only if

Nr+nL
2 0 2 Ip7, (nn) — Phy (0]

max {min {7;,nx},n.} > (1+a)

where 7, is the such that p. (n,]s*) = pam (n.|5*) > p—c (n,|s*), for ¢ € {R, L}.
Therefore, if s* is the limit of a symmetric equilibrium as N — oo, then it is a
fixed point of the mapping limy BRy _co-

A best response to any symmetric voting strategy profile is a cutoff strategy
involving an information threshold: r votes for R if 7); > a — “TR and [ votes for
L if and only if —7); > —a — =. The information cutoff depends on the voter’s
preference intensity, but also on a systematic bias a. a > 0 represents a bias
toward L because the information cutoff is higher than preference intensity for
right wing voters, but lower than preference intensity for left-wing voters.

If everyone else adopts such a cutoff strategy indexed by a, then the proba-
bility that voter ¢ votes for R is equal to

pr(p;a)=F(n—0)F (n—a+ ")



and the probability that voter ¢ votes for L is

pr (m;a) :F(*n*t‘))F(*nﬂH %)

Because pp is increasing in 7 and pr, is decreasing in 7, there exists a unique
solution 7 to pr (n) = pr (n). For § > 2, F(—0) < 1. Thus pr (7)) = pr (7) <
pu (7). Therefore, the probability that R ties with L for the winner becomes
infinitestimally small relatively to the probability R ties with M for the winner
as N — oo. Define 0y (a) to be the solution to 2pg (n;a)+pr (n;a) = 1. Then
if everyone adopts a cutoff strategy s, indexed by a, the probability that voter ¢
votes for M is equal to the probability that voter ¢ votes for R when n = np (a).
When the electorate is large, R ties with M for the winner at n near np (a).
Define

PR (g (a)) = Phs (Mg (a))]
IpL, (11, (@) = Py (nr ()]

) ng (@) + 1y (a)

1
5 —omo—§log

a(a) =1+«

Then if @ (a) € (1 (a) + %, g (a) + %),

. [ R i zae) -
A}glloo BRy (sa) (r,7);) = { M otherwise

If a(a) <np(a) + %, limy oo BRy (S4) (1,7;) = R and if @ (a) > np (a) + %,
limy_ oo BRy (84) (r,7;) = M. Therefore, if sy is a symmetric equilibrium
where voters use their information in an electorate with mean N, limpy_. o Sy
is a cutoff strategy indexed by a* where a* is a fixed point of a.

We first solve for pg (1,a) = pup (9, a).

Lemma 3.2 Ifur +uy <0 and 0 > %, then

_“R _ XL
ef + et~ \/620 + e2a—ur — ¢ 0+a+—
9 .

g (a) = log

Proposition 1 Iff > “+% o < 1 and 6 > min {f“RI“L , fmax{gR’uL} + log 2},
then there exists a unique fized point a* for the mapping a. In addition, a* -

(up —ur) <0 and g (ur,ug, 0, @) :==ng (a*, ur, w,0,a) >0, 0} (ur,w,0,a) =

ng (@*, ur,ug, 0,0) < —0. If the fized point a* is in (—9—|— 5,0 — %) or if

ur +wu <0, then it is a BNE for r to vote for R iff i) > a* — 5 and [ to vote
for L iff —i); > —a* — %

Therefore, the game has a unique symmetric equilibrium with multi-candidate
support when the average preference intensity is not too high and the stronger
intensity is not too small and when the prior is sufficiently diffused. The equi-
librium involves threshold a* such that a right wing voter votes for R if and
only if her information is more optimistic than the threshold a* — % and left
wing voters vote for L if and only if her information is more optimistic than
the threshold —a* — 5. Therefore, a positive a* imposes a higher threshold



for r voters than for [ voters. a* is positive, i.e. 7 voters behave more conser-
vatively, if right wing preference intensity is weaker, or if prior probability of
a right wing voter is smaller than that of a left-wing voter. In addition, the
threshold decreases with preference intensity of one’s own camp and increases
with preference intensity of the opposing camp.

3.4 Comparative Statics

Let 0% (up,ur, 0, ) = n, (a* (ur, uy, 0,0)) for c € {R, L}.

3.4.1 Comparative Statics of Strategic Voting Equilibrium

Proposition 2 Ifu,+u; < 0,0 < §, and > min {—“TI“’ , —max{g““l} +log 2, %},

k

then(ﬂ%wgi;w <0 andW >0 for j #k and j,k € {L, R}.

Ny decreases with right wing voters’ preference intensity w, and increases
with left-wing voters preference intensity w;. In other words, the prior proba-
bility that R wins the election increases with u, and decreases with u;. This is
true for preference intensities that are not very strong nor too weak.

When left-wing voters’ preference intensity w; goes up, there are two off-
setting effects. First, this will increase the information threshold for right-wing
voters and thus decrease the probability that a right wing voter votes for R
by increasing the fixed point a*. On the other hand, given the same a, this
will decrease the information threshold for left-wing voters, and this will also
decrease equilibrium a*. A stronger left-wing force will eat into the voter base
for M, and improves the prospect of R w.r.t. M. When wu; is not too big , the
former force dominates.

Ny (u,u, 8, a) is decreasing in v and increasing in . The ex ante probability
that over-coordination occurs, i.e. the ex ante probability that n € (6,7%) or
(—n3,—0), decreases with 6. Here 0 should be viewed as precision of private
information.

4 Sequential v.s. Simultaneous Election

4.1 Model

The electorate consists of three states, state 1,2,3, or say, NH, MI and CA. The
candidate that wins most states wins the election. In case of a tie between 2 or
3 candidates, the winner is determined by a random draw among those that tie
for the first place. The winner within a state is determined also by plurality
rule as described in the previous section. Voter ¢ is state k is right-wing with
probability F' (1, — 0x) and left-wing with probability F (—n, — 0x). Every
voter shares the same prior that n;’s follow i.i.d. Laplace (0, ). In addition
to the common prior, voter ¢ in state k obtains an additional signal 7); about 7,
where 7); ~ Laplace (n;,,1). The independence of n;,’s across states implies that
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there is no learning when voting takes place sequentially. This allows me to
focus on the coordination effect of sequential voting. 6;’s and ay’s are common
knowledge among voters in every state. Let G be the prior distribution of 7.

Let v, denote the payoff to voter of ideology type o in state k when candidate
¢ wins the election. We will look at the symmetric case where v,.gp = v;p, >
VpM = Uipm > Upr, = Vir and Uppr > U, = Umpg. Define

b =

and u = log 2¢,. We call ¢, the extreme voters’ preference intensity for their
favorite candidate. Because right wing and left-wing voters both have preference
intensity ¢,,, the threshold a* is 0 no matter how big ¢, is.

UrRk — UrMk
UrMk — UrLk

4.2 Sequential Election

This section analyzes equilibria in a sequential election and illustrate the coor-
dination effect. We only look at the election where ¢ < % In such elections,
coordination is important because the payoff difference between the second and
the least favorite candidate is more than twice that of the first and the second
favorite candidate.

4.2.1 Voting in the last state, CA

It is weakly dominant for a moderate voter to vote for M. Given any voting
strategy in which m always votes for M, the probability that candidate R ties
with L vanishes more quickly than the probability that candidate L ties with
M. Therefore, voter ¢ only weighs between the probability of an R — M tie and
the probability of an M — L tie.

When candidate L and candidate M each wins one state, then a right
wing voter’s payoff when candidate ¢ wins the third state is given by U,r =
%, Uy = vep and Uy, = vy When ¢ <1, Upy-U.;p =
(”"'Rfv””)g(v’“7”"'” < 0. Therefore, in both an R — M tie and an M — L tie,
a right wing voter prefers to vote for M. Therefore, in all weakly undominated
equilibria, a right wing voter votes for M. Thus the last state is a runoff be-
tween L and M. L wins the last state and the election if n; < —0 and M wins
the last state and the election if n; > —0.

When candidate L and R each wins one state, ULE—ULE — Yrrp—uryturp—trp
s YrR rM 3
and U,y — U, = “"‘R*“"Lg“"“ —4rL  Therefore, the preference intensity for

the last-state election, denoted by ¢RL, is equal to 1. Thus, the equilibrium in
the subgame after R and L split the first two states gives rise to the two cutoff

points 1% (1,1, a,6) and 1} (1,1, «,0). Because 6 > %, 5 (1,1,a,0) > 6.

4.2.2 Voting in the second state, MI.

In this section we will show how the cutoff points on n,,; for different voting
outcomes in state 2 depends on the voting outcome in New Hampshire, the
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first primary. In particular, we will show that when preference intensity for
the overall election is moderate, probability that candidate R wins Michigan
increases as the winner of New Hampshire changes from L to M to R. In
particular, we will analyze how 77’}3 changes with h, where h € {R, M, L} is
winner in New Hampshire and 7% is the lower bound on 7, for candidate R to
win the second state.

Given the voting outcome h € {R, M, L} of state 1, the final election outcome
depends on the voting outcome of state 2 and the electoral preference of state 3,
1. Figure illustrates how the election outcome depends on the voting outcomes
of the first two states and 7.

Consider the voting game in state 2 after candidate R wins the first state.
State 2’s voting outcome is pivotal only when M will win state 3, i.e. 75 < 6.
Therefore, we get U.g — Uprpr = Gea (0ca) (vpr — vrar), where Geoa is the
cumulative distribution function of the prior on - 4. But the payoff difference
when M wins state 2 v.s. when L wins state 2 gets even smaller. Therefore,
we get

R G)o

o, o, G(0,m75(1,1)
- Gpn g S0 (g ) - SORID) (g g

1
2

b

where ¢ = ¢, is the inherent preference intensity of extreme voters in Michigan
and G = Goa, 0 = 0ca. So awin by R boosts the preference intensity of right-
wing voters in the second state. The ratio % is higher the weaker the general
preference intensity is, and the less likely an extreme candidate will win state
3. Because the game is symmetric, (blL = ¢f. (bf is different from the payoff
difference ratio in a simultaneous election conditional on one state being taken
by candidate R. Conditional on one state being R, a R-win or an M-win makes
a difference when state 3 is taken by either M or L. But in a sequential election,
L never wins state 3 if R wins state 1 and state 2 is taken by either R or M. In
other words, voting outcome in the first two states can change a left-wing state
from being taken by L to being taken by M.

Consider the voting game in state 2 after L wins the first state. We get that

%(b _ G(—20,0) + G(—60,6) (1 _ ¢) + G(G,ng(l,l)) (1 _ ¢)

¢ = 10

If M wins the first state, gbfnw = ¢. This is because L will not win California
unless L wins Michigan. Thus when comparing expected payoff from R being
the winner in Michigan and expected payoff from M being the winner, a voter
does not need to consider a M — L tie in other states. In other words, when
Michigan’s vote matters, winner in Michigan is winner of the election. Because
whether R or M wins Michigan matters when at least half of the population in
California is left-wing, and whether L or M wins MI matters when California is
right-wing. That the prior probability of California being left-wing or right-wing

12



implies that within-state preference intensity is equal to inherent pereference
intensity.

Therefore, we see that qbf increases as h changes from L to M to R. Right
wing voters’ preference intensity for the voting outcome in the second state is
higher the closer the voting outcome in the first state is to their preferred choice.
This is not surprising because when ¢ < 1, Ur — Uy, is highest when there is
an R — L tie, second when there is an R — M tie, but negative conditional on
an M — L tie. Conditional on R winning NH, an M — L tie between NH and
CA is ruled out, therefore boosting the payoff difference between a victory by
R and a victory by M, while reducing the payoff difference between a victory
by M and a victory by L. If L wins the first state, then voting for R is very
risky: it is good in an R — L tie but bad in an M — L tie. So nﬁ = oo if

o< G (=0,0) — G (0,15 (1,1))
~14+G(0,00) — G (0,75 (1,1))

This term is increasing in #. It is sufficient if ¢ < Gy (—6y,0x), the prior
probability that a voter in California is moderate.

Proposition 3 Ifu < 0,a < i, and 6 > min {—% + log 2, %}, then nt (u,0,a) <
M (u,0,0) <nk (u,0,q).

This follows immediately from Proposition 2 because right wing voters’
within-state preference intensity increases while left-wing voters’ within-state
preference intensity decreases as the winner of New Hampshire changes from L
to M to R.

Note that 7% is still greater than . So the within-camp coordination prob-
lem still exists in the primary of Michigan. But this problem is less severe when
the the camp’s favorite candidate wins New Hampshire and more severe when

the camp’s worst enemy wins New Hampshire. If we define 2" as the degree
of sensitivity of Michigan’s within-state preference intensity w.r.t. history, then
the following proposition says that the larger moderate population in California
is, the more sensitive MI’s preference intensity is to history. On the other hand,
the stronger MI extreme voters’ inherent preference intensity is, the more sen-
sitive their within-state preference intensity is to good news, i.e. to the history
where their favorite candidate wins NH, but the less sensitive their within-state
preference intensity is to bad news, i.e. to the history where their worst enemy
wins N.

Lemma 4.1 log§ increases with both Goa (0ca) and ¢, while ‘log%’ in-

creases with Goa (ca) but decreases with .

4.2.3 Voting in the first state, NH

Because the final outcome depends on the voting result in MI and CA, eg.
when M and L splits MI and CA, victory by R in NH results in a random draw
between all three candidates, while victory by M in NH results in a solid victory
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by M in the final election, the expected payoff difference between a victory by R
and M in NH is a linear combination of the payoff difference from final election
outcome between R and M and M and L, i.e. vg — vy and vy —vp. Roughly
speaking, a victory by R instead of M may change the final winner from R to
M, from M to L, from L to M. Because R and L are symmetric in every state,

_o-d
O
where
o = PO F(oonf) = 5F @i (L) F (o) — F (~60) F (nff.n})
P (m) F (n, 00) + P (m) P (7“) 2P (r) P (l ) (m)F (%)
—3F (0,1 (L) F (n )+F("7R"’7R)

_ 2 F(0mp(LY) _ o F(ni m5) P@)
37 P(m) PL(R) P(m)

,,,,, F(0.n3(1,1)) P(r) P(r) | F(nEad) p(r)

Prm TP T35~ 3 P T 2P P T PR P
Because ¢ < 1, ¢9. is decreasing in c?.

Outcome in the first state can change outcome in the second state and/or
outcome in state 3. The reason a right-wing voter may strategically vote for
M instead of her favorite candidate R is for fear of a tie between M and L and
getting L elected instead of M in that situation. Roughly speaking, M and L
tie in the overall election when one of the other two states is moderate and the
other is left-wing. But when R wins the first state, and M wins the second
state, no one votes for L in the third state and M will win the third state and
the final election even if the median voter in CA is left-wing.

When ¢ < 1, an extreme voter worry quite a lot about failing to coordinate
with a moderate state and letting L win the election. Note that for the second
state, after one victory by M, a victory by R ensures that L cannot win the
election. Therefore, for NH, if the effect from changing MI from L to M is
small, then the preference intensity for NH voters is smaller than that for MI
voters when M wins NH. That is, n% > n¥. But if the effect of changing MI
from L to M is big, then 17?2 <n¥.

4.2.4 Why Does New Hampshire want to vote first?

Does a median voter in NH prefer to vote first or second in a sequential primary?
That is, does the median voter in NH prefer to vote first or to switch order with
Michigan? This depends on the distribution of preferences in NH and MI. If
the median voter in NH and MI are both right-wing, then NH’s median voter
weakly prefers the more aggressive state to vote first. If NH and MI are ex
ante identical, conditional on the super majority in both states being of the
same camp, payoff does not depend on whether NH swaps order with MI. If
NH is only mildly right-wing and MI is moderate, then whether NH votes first
or after knowing that M wins MI may change the identity of the winner in
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NH. More specifically, if nV# is between n}/ and n% and M wins MI regardless

of order, then voting first makes right-wing voters behave more aggressively if

77% < n¥, while voting after being assured that M wins MI makes them behave

more aggressively if n% > n¥. Thus, conditional on NH being mildly right-wing

and MI being moderate, median voter in NH prefers to vote first if and only if
0 M

MR <MR -

However, if MI is of the opposite camp from NH, then the median voter in
NH definitely prefers to vote first. This is because the winner in MI will be M
instead of L if NH votes first and R wins NH, which makes the final election
outcome more favorable to NH’s median voter, or because NH is not right wing
enough and thus voting after MI implies voting after knowing that L has won
MI, which makes right wing voters in NH more conservative and results in a
victory by M instead of R in NH even though the super majority in NH prefers
R.

Thus if 77% > nM | conditional on the median voter in NH being right wing,
whether she prefers that NH votes first or MI votes first depends on the relative

probability of { (n™#,nM1) € (n}, n%) x (n,nE)} and { (PN, n™MT) € (0%, 00) x (n,nE) U (nh,nk) x (nE,

If the median voter in NH is moderate, then they prefer to vote first if and
only if knowing that M wins NH tampers the behavior of extreme voters in
MI and makes a victory by M more likely. That is, if median voter in NH is
moderate, she prefers to vote first if and only 7]% <n¥.

Thus we can conclude that if n% < n% , expected payoff from voting first is
weakly higher than that from voting second for any n™V#. That is, voting first
is unambigiously better for voters in New Hampshire when n% < 77]]‘{[ . n% < n%
when the effect of influencing the second state’s behavior is sufficiently large.
Thus voting first is unambigiously better than voting second if inherent prefer-
ence intensity is small. For example, when ¢ is smaller than the probability
of a moderate voter in California, winnowing happens in the second state and
thus winning the first state is necessary for an extreme candidate to win the
election. Therefore, voting first is better than second.

4.3 Simultaneous (Front-loaded) Election

The payoff difference to voter ¢ in state k£ when candidate ¢ wins state k v.s.
candidate ¢’ depends on how the voting outcome in state k affects the election
outcome. We will focus on symmetric equilibria in which every voter in very
state use the same voting strategy. Suppose voters in the other two states
use voting strategy s such that R wins state k if n, > % and L wins state k
if n, < —7. Then the probability that R wins state k is G (—7). Denote by
p!" (c) the probability that candidate ¢ wins a state. This vector of probabilities
depend on the voting strategy s employed and is determined by 7.
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UE - UL = PP (R)P (M) (vur — vear) + P (R) PP (1) et = o) ; (Ver = Vet )
+PF (M) PF (L) (UCR - ’Ucl\l) ; (UCM - ch)
= (PrE@POD4IPRPE)+ 3P ONPD)) (ten o)

—PF (L) (PF (M) — P" (R)) (vems — ver) -

Because the game is symmetric and we are looking for symmetric equilibria,
PF(R) = PF (L) and we get

s . _UE-UL
UL -Uf
_ ¢=cf
1—cF¢
where
Foo_ 3PY (M) P" (L) - 3P" (R)P" (L)

2PF (R) PF (M) + 2 x 2PF (R) PF (L) + 2 x 1PF (M) PF (L)
3 (PF (M) — P¥(R))
3PF (M) + 2PF (L)

PF(R)

_ 1l
PF(L) °

22+ frinty

Note that ¢” is a function of 7, and thus u!" is a function of u and 7.

Given that voters in the other two states use symmetric voting strategy
v characterized by 7, preference intensity for voting outcome of the state is
given by uf (u,7). Because the game within the state is symmetric, a* =
0. In this equilibrium, an extreme voter votes for her favorite candidate if
her signal 7, > —“"@1  Note that when ¢ < 1, ¢ (¢,7) < ¢ if and
only if % < 1. Therefore, in a symmetric equilibrium, the cutoff for
R to win a state is 0% (u,0,a) > nj (u,u,0,a). Define 0% (;u,0,a) =
my (uf (u,7) ,u” (u,7),6,a). 0¥ (7)) is increasing for ) > 5} (u,u,0, @) and
nt (% (u,u,0,a)) > n%. Define the fixed point to be oo when nf" () > 7 for
all ) > 0% (u,u,0,a). Then nk is a fixed point of the function. 7k = oo is a
simultaneous voting equilibrium in which all voters vote for M.
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4.4 Comparison between Sequential and Simultaneous Elec-
tion

4.4.1 Voting Behavior in State 1 (NH) under sequential and front-
loaded election

Comparing 77% and ng is equivalent to comparing ¢? and ¢. When ¢ < 1,

77?2 < nk if and only if &< cF

Proposition 4 For § big enough (for example when P (r) < 1), or u small

enough, voters in state 1 behave more aggressively under a sequential election
than under a simultaneous election.

It amounts to finding conditions under which ¢! < ¢¥. If we ignore the
effect of affecting other states voting behavior, we will be comparing ¢ with

%P(m)F(foOJ]LR)
P (m)F (nf,00) + P(m) P (r)+2P(r)P(l)+ 1P (m) F (nf)

Because NH voters choose without knowing the voting results of MI and CA
in both systems, expected payoff difference between R-victory and M-victory
depends on probability of M — L tie, R — L tie and R — M tie in MI and CA.
Payoff difference between an R-NH and M-NH is largest when R and L split
MI and CA. More importantly, an R — L tie offset worries about an M — L tie.
The more likely an R — L tie is relatively to an M — L tie, the higher preference
intensity is. Because every state is ex ante identical, the more likely an extreme
voter will win a state, the higher ¢ is. When NH votes in a sequential primary,
an R-L tie does not happen. If MI is R and CA is won by L in a simultaneous
election, then in a sequential election, left-wing voters in CA will coordinate
with moderates and thus M will win CA instead of L, and thus an R — L tie
in simultaneous primary turns into an R — M tie in a sequential primary. If
M1 is won by L and CA by R, then right-wing voters in CA coordinate with
moderates and ensure a victory by M in CA instead of R if M wins NH. Again
an R — L tie turns into an R — M tie. In other words, victory by M in NH
forces voters in CA to coordinate with moderates in CA and in a sense with
moderates in NH so that M wins the election instead of a random draw. If this
channel is important, ¢ > d)@. This channel is important if the probability
that an extreme candidate wins a state in a simultaneous election is low.

r voters in NH worry about M — L tie. If the probability of an M — L
tie is smaller, then preference intensity is bigger. An M — L tie happens in a
sequential primary with half of the probability of that in a simultaneous primary.
This is because if MI is M and CA is L, a victory by R in NH forces left-wing
voters in C'A to coordinate with moderates, which result in a sure victory by
M instead of an M — L tie. This channel increases preference intensity under
a sequential primary relative to that under a simultaneous primary.

Which channel is more important depends on whether an R—L tieor an L—R
is more likely or a L — M tie. By symmetry, ¢? is higher if P¥ (R) < 3 PE(M).
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Because voters behave too conservatively in a strategic voting equilibrium, this
is true whenever ex ante share of an extreme voter is no bigger than half of that
of a moderate voter. This explains why n% < nk when 0 is large.

In a sequential primary, who wins NH affects voting behavior in MI and CA.
In particular, it affects voting behavior in M. In particular, victory by R in
NH makes it harder for L to win MI, thus making an L — M tie less likely. This
effect increases NH’s preference intensity in a sequential primary. This effect is
larger when intrinsic preference intensity in MI is smaller, or when the ex ante
share of extreme preference voters is smaller.

4.4.2 Comparing election winner between Simultaneous and Sequen-
tial Primary

I will consider parameters such that extreme voters in New Hampshire behave
more aggressively in a sequential election than in a simultaneous election, i.e.
0 < 77?% < nk. In this situation, 5% > 6 for any history in both election systems.
Therefore, M always wins a state whenever M is the condorcet winner in that
state. Thus, if M is the condorcet winner in at least two states, M will win the
election regardless of primary system. I then need to discuss only cases where
either an extreme candidate is the Condorcet winner in at least two states, or
the Condorcet winner is different in every state.

rrr: it seems straightforward that the a better system selects candidate R
more often. The Condorcet winner in state k is R if and only if n* > 6, but the
winner in state k is R if and only if n* > n}é where h is either F' which indicates
the simultaneous system or a history in the sequential system. R wins the elec-
tion if R wins at least two states. Because h € {, R, M, RR, RM, MM} given
that n* > @ for every state k, ns > nk. Therefore, if R wins in a simultaneous
system, R wins in a sequential system, and there are (nN H opMI nCA) such that
R wins in a sequential system but M wins in a simultaneous system.

rrm or rmr or mrr: h € {0, R, M, RR, RM, MR, MM}.

rrl: R wins if and only if R win both r—states. If R wins only one r-state
and M wins the [—state, or if R wins no r-states, then M wins the election. If
R wins an r-state in simultaneous election, then R wins that state in sequential
election because 17’}% < nk for all possible histories an 7 state faces in a sequential
election in this case. Therefore, whenever R wins a simultaneous election, R
would win a sequential election. If R wins only one r-state and L wins the [-
state, then all three candidates tie in the election and the outcome is a random
draw among the three. Because ¢ < 1, all voters prefer a sure victoyr by M to
a random draw among every candidate. Thus this is the worst election outcome
in this case. Because % = —oo for h € {RM, MR}, when California’s vote
matters, left-wing voters there will not vote for L and L will not win California
if the first two states are both right-wing. Therefore, a sequential election never
produces the worst outcome, a three-way tie, while a simultaneous election may.
So sequential election produces better outcome conditional on 7.

rlr: R wins the election if and only if R win both r-states. The set of histo-
ries that an r—state may face in this case is {0, RM, RL, MM, M L}. Therefore,
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if an R wins an r-state in simultaneous election, R would win in a sequential
election as well. Therefore, R wins a simultanoues election only if R wins a
sequential election. If a sequential primary results in a three-way split, then the
winner of each state in the order of voting must be RLM because R will never
win California in a sequential primary after history M L. The outcome under
sequential is worse than that under simtulaneous election if and only if the win-
ner in order under sequential is RLM while that under simultaneous is M LM.
The election outcome would change from %R—F %M + 1L, arandom draw among
all, to M when the system becomes simultaneous if (V¥ nMI nC4) e

(o) x (—00,nE) x (0,1 (1))

This is the only parameter range in this case where the outcome under sequential
is worse than that under simultaneous. On the other hand, the outcome would

change from R to %R + éM + %L when the primary becomes simultaneous if

(UNHWMI’WCA) c

(n%nﬁ) x (—o00,nf) x (nk, 00) .

Because R is the best outcome and a random draw among all is the worst, the
second effect more than cancels out the first if Goa (nk,00) < Gea (6,05 (1)).
Because Goa (—0,0) > %, this is true only if the probability that R will win
California in a simultaneous election is less than ¢ or only if Goa (6,75 (1)) > 3.
But then, MLM — MLR

(0.1%) x (—o0rml) x (nf.0).

This effect cancels out the first if Gog (n%, 7711;) < Gea (ng, oo).

The only problem is when G¢ 4 (ng, oo) < min {GCA 0,m5 (1)) ,Gca (77%, ng) }
Then Goa (9,7711;) >2Gcoa (ng, oo).

Suppose the parameters are such that extreme voters in New Hampshire
behave more aggressively in a sequential primary than a simultaneous primary.
Because M always wins a state whenever M is the condorcet winner in that
state, while there is always too much coordination cross camp other than in
the last primary in a sequential election after the camp’s favorite candidate
splits with M, conditional on the median voter in every state supports the
same candidate, the universally favored candidate is the winner with higher
probability in a sequential election than in a simultaneous election. In addition,
sequential primary facilitates coordination across camp across states and thus a
three-way split between all candidates is less likely to happen under a sequentail
primary. When ¢ < 1, every voter prefers a sure victory by M than a random
draw among all candidates. Thus every voter prefers a sequential primary
conditional on the simultanoues primary outcome being a three-way split. In
general, if the median voter in two states support the same candidate, then
sequential primary is preferred unless the candidate most preferred by median
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voters in the last two states, MI and CA, is an extreme candidate, say R,
and the median voter in the NH supports the other extreme candidate, say
L. In the latter situation, the eventual winner may be M instead of R if MI
is the probability of right-wing voter is not high enough. This is due to the
disproportionate impact of the winner in NH in a sequential primary.

4.4.3 For NH — Sequential or Simultaneous?

If voters in NH behave more aggresively in a sequential election, then if the
median voter in NH is extreme, he must prefer sequential primary to simulta-
neous primary. In fact, even if voting behavior is less aggressive in a sequential
election, as long as the difference is small, if median voter in NH is extreme, he
still prefers sequential primary. This is because the voting outcome in NH may
change voting outcome in MI and/or CA toward NH’s median voter’s preferred
candidate. For example, if n; > max {ng,n%}, then the voting outcome in
NH is R regardless of primary system. This makes it harder for L to win MI
than if the primary system is simultaneous. If ™! < 72 then moving to
a sequential primary changes the voting outcome in MI from L to M, which
futher changes voting outcome in CA from L to M thus final winner from L to
M if n°4 < nf’. Suppose 7, is such that outcome in MI does not depend on
primary system either. Then it changes CA’s voting outcome from L to M and
final election outcome from a random draw among all three to M if n°4 < n¥
and the primary system is sequential intead of simultaneous.

If in addition to the effect of changing voting outcome in MI and/or CA
from L to M or from M to R, voting behavior in NH is more aggressive in a
sequential primary, then moving to a sequential primary changes winner in NH
from M to R if n’V ¢ (n%, nﬁ). That r voters in NH vote for R with positive
probability in equilibrium indicates that expected payoff if R wins NH is higher
than that if M wins NH.

If the median voter in NH is moderate, then the median voter prefers se-
quential primary if and only if

F(nf)* = F(nf,—0) F (n}') — F (nk.n¥) F (nf) > 0.

This holds if
(1+v2)

2++/2

So if voters don’t behave too conservatively in a simultaneous election, then if
NH’s median voter is moderate, he prefers sequential election. In a sequential
election, the effect of forcing forcing left-wing voters to coordinate with NH’s
moderates when R wins MI makes sequential election preferable to a moderate
voter in NH. However, if both MI and CA are extreme on the same side,
eg. both left-wing, then left-wing voters in CA are much more aggressive in a
sequential election because they are now sure of an M — L tie. In addition,
extreme voters in MI behave more aggressively when then know that M wins
NH. This increases the probability of a final victory by an extreme candidate if

F(nf) > F(-6).
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the primary system is sequential. Which one is better for a moderate median
voter depends on which happens with higher probability.

5 Conclusion

This paper studies preference aggregation in a multi-candidate contest when the
preference of the electorate is not common knowledge. In a multi-candidate
contest, voters have an incentive to coordinate with supporters of their second
choice to avoid a victory by the least favorite candidate. I show that the coor-
dination incentive is stronger when preference intensity is weaker. I then use
this model as cornerstone to compare a simultaneous election in which several
states vote at the same time and a sequential election in which each state votes
one by one after observing outcomes of previous states. I show that when the
prior probability of extreme voters is small or when the preference intensity of
extreme voters is small, coordination incentives are stronger for extreme voters
and thus they vote more aggressively in a sequential election than in a simulta-
neous election. As a result, the prior probability that the winner in a state is
not the first choice of the median voter is smaller in a sequential election.

6 Appendix

6.1 Proof for lemma 3.1.

Proof. It suffices to show that

. N f(nR\f?')

lim NPr{Vg=Vay > Vi|i),p} = - ‘

NS00 |le (ng) — Ph (R
Let

H* ={(Vr,Vam, VL) |Vr = Var > Vi, where V. >0 for ¢ = R, M, L}
Then
Pr{Va=Var > Vilip) = [ POHIN.p () F o) di
n=—o00

Let

H={(Vr,Va, V1) |Vr = Vay where V., >0 for c= R, M, L}

and H* = {(Vr, Vi, V1) [VR = Vi where V. > 0 for ¢ = R, M,L}. Then H is
a hyperplane in (N U {O})3 spanned by w; = (1,1,0) and ws = (0,0, 1).

Given 7, we first show that yy = ({N pr () DM (n)} , [N pr (M) PMm (77)} ,[Npr (n)})
is a near maximizer ) _p.1) (f\/(;i) over x in H* where ¢ (6) =0 (1 — log8) — 1.
H* ={v(1,1,0) +5(0,0,1) |y > 0 and 5 > 0}. Let

. Y v J
(v*,4%) € arg max (pr (NpR> + Py (NpM> +prv <NPL>> :
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Because the derivative is oo for v = 0 or j = 0 and the function goes to 0 as
v or j — 00, the solution must be interior of H*. Thus v*,j* satisfy the first
order condition:

Y Y
0 = -—lo —lo
ngR ngM
J
0 = -—lo .
ngL

So v* = N./prpm and j* = Npr. Then yy as defined is a near maximizer.

PRY (J\;Y;R> +pmy (NZJ*M) +pLy <J\}7;L)
- (o (1 (55)) 1)
T (NZM (1 s (N;*A4)> - 1>
(i (= (352)) )
= —H% (1—log<J\7;R) +1—10g<NZM>)
+% (1 — log (1\?;L>>

*

v d
= 142 4L
TNt

= 2y/prpm — (1 —p1)
= 2/DrRPM — PR — PM
= —(VPr—vPm)®.

Then using theorem 3 in Myerson (2000),

Pr{H|Np(n)}

lim —z =1
N=oo Pr{yn[Np (1)} (27) (det (M (yn)))
I S 0
where M (yn (n)) = [y PR(O")”M(")} L and limy oo N+ M (yy) =
[Npr(n)]
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By Myerson (2000),

eN* (pr(NL;R)"FPMw(%)""pr(N]%L))
Hee(rm,)v/2myn ()
e~ N(vrr—vim)’
(2m) /()"
e~ N(vrr-vpi)*

Q

Pr{yn|Np(n)}

Wl

(@N)? /PRPADE.
s 1 —0.5
(det (M (yn))) ~ NQpR\/Wp)

Pr {yn|Np (1)} (2m) (det (M (yn))) "

e~ N(VPR=vPir)’
~ Ny/vPrpupL (27)

So
Pr{H"|Np(n)}

%

3
(2N7)? \/PRPMPL
=N (vPR—vPn)”

NN

Given ¢ > 0, let ¢ be such that |pr(n) —pa ()] > € for all  such that
[n—mngr| > 6. Define As := {n:|n—ng| <d}. Then want to show that
Iimpy_ oo % = 1forn € As. Then show that limy_,.c N Pr{H*|Np(n)} =
0 for n ¢ As. Then

Nlim NPr{Vgr = Vy > Vi|0;,p}

- Jim N / Pr {H|Np (n)} f (n[f;) dn

= lim (N/ Pr{H|Np(n)}f(n|m)dn+N/ Pr{HINp(n)}f(nlm)dn)
—00 nEAs ngAs
= ]J@OON/WEM Pr{H|Np(n)}f(77|f7i)dn+]\}iinooN/WAg Pr{H|Np n)} f (nli;) dn.
Jim N Pr{H|Np(n)} f (n|f;) dn
—oe n¢As
< lim NPr{H[Np(n)} f (nln;)dn
— 00 7]¢A5
= 0.
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And

N Pr{H|Np )} f (nl9;)dn
nEAs
. V2f (ngl,) V2 (ngli)
Vst~ ) \/ i )~ )
V2
N Pr{H|Np(n)}dn
7]6 5 / ;1;11;1 / / /ZZ:TRIPM (,17)
. \[ f (grlf;) \/if (nrl7;)
- / — 5 7 +C
PR (n ) (77R) Pr (77R) — Py (77R)

) Pr{H|Np(n)}dn

V2
nEA
Y ’;ﬁf " (1) = /1) EEDy (1)

NPr{H|Np(n)}dn
neEAs

ngpte \ﬁe—N(\/pR(n)—\/pm(n))Q

= / dn.
n=nr=s 2my/\/pr () Par (1)

Write = V2N (\/pR (n) — Vpm (17)) Then

de — F\/PNI PR (1) — /PR ()P (1)

d
2\/10RPM g
P / P
B \f 2\/\/PrPM
NPr{H|Np(n)}dn
nels

2
7*d:c

/\/ﬁ(\/pR(nR+5)\/pr(nR+s)>

z=V2N (M —€)— (nr—¢) / /
(\/:DR Nr \/PM Nr ) %p/ ;Z;)]I;pM
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Then

-1

lim Pr{H|Np(n)}dn

2
g oW =
nehe B () = [/ 22l ()
\/W(\/I)R(TJR+E)_\/I]1VT(7]R+E)) 1 22
i / e 2dx
N—oo z:\/ﬁ(\/pa(nn—e)—\/mu(TIR—E)> V21

= 1

Let ¢ — 0. Then we get limy oo N Pr{Vg = Vis > Vi|i;, p} = %

Need ﬂf(nlﬁl)
J ';“;fé’fmwx/ PP ()

6.2 Additional proofs and lemmas for Section3.3.3

to be absolutely continuous. =

Lemma 6.1 If 0 > log 3, then pr(7;s) < pa (7;) if pr(7;s) = par (7 5)
where pe (n; s) is the probability that a voter using strategy s votes for candidate
c.

Proof. Let F.(n) denote the probability that a voter’s favorite candidate

is c. Then Fp (0) =1-2F(—60) =1—¢7% > % and Fg(0) = F (0) = &.

In addition, Fas (n) — Fr (1) first increases and then decreases on (—oo, 0] and
Fy (0) > Fr, (0) because for n < (—6,0),

OFmm—Frm) _ 0 (1 —omn 1 -0
on on 2
= ¢! (e_" — ;e">

log 2

which is positive iff n < —=5=. For n < -0,

1 1
Fy(n)—Fr(n) = 5€?7+0 _ =0 — on—9 <2626 _ 1)

which is positive because e/ > 3. So for all n, Fys (n) > min{Fg (n), FL, (1)}
Because an extreme candidate can only get votes from its supporters, given

any voting strategy, p. (n;s) < F.(n) for ¢ = R, L and pas (n;8) > Far (). If

PR (7(7;59) = pr (73 5), then pg (7; s) = min {pg (7; s) ,pr (73 8)} < min{Fg (), F1 (7)} <

FM 7~7 . n

Lemma 6.2 If 0 > “8HUL ihen np(a) > max{6,a— “L} and ng (a) <
min{fﬁ,a+“7L .

Proof. We first observe that 2pg (1, a) + pr (7, a) is increasing in 7.
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Case 1l 0 <a-— ﬁTR Suppose to the contrary that ng € [9, a— TR] then

2p (n) + Pl ()
- lefw&en*ﬁ%’% +(1- 16*(7779) e(”*‘”%’a)
2 2
1
—56_7’_0 (F( n+a+> +f(—n+a+u2L))

> enmetEt 1677779

( o F(x)+ f(x) <1 forallz)

and 2p, (n) + pf(n) > 0 for all n € (0,a—“2).  Thus the mazimum of
)

2pr () + pr () on [0,a — “B] is attained at either n =6 or  =a— “E. But

iR iR
2 - B —E) -1
PR(a 2>+pL<a 2>

1 0 iR 1 4R
< el 4 Zelmet Rt o
< 5 + 9 ;

and

2pr (0) +pr (0) — 1

IR NPT S ( UL)
= 26 2 +26 Fl—-0+a+ 5 1
1

2

20 _1<0.

N =
@

< +

Thus 2pr (ng) + pL (Ng) — 1 < 0, contradiction.

Case 2 a — %2 <. In this case,

2p'R (n) + 7, (1)

= enfe—%e*"*" (F( n+a+>+f(—17+a+u2L>>

1
e >0

for allm > 0 because F () + f (z) <1 for all x (

> e

l_lefl‘_kle*m:l Zf$>0
F(.’L‘)‘f—f(x) { %em+%€w=€m<1 ifx <0
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Suppose to the contrary that ng € [a — ﬂTR,G], Because ny, > 0> —0, then

0 = 2pr(ng)+pL(ng) —1
1 _ _ip _ 1 . ar,

= [1-gemre =0 4 ZemmrTOp [ — — -1

< 5¢ 2 >e + 5¢ n+a+ 5
< 2pr(0) +pL(0)—1

1 Pl 1 1 “
< —56*9”*7’% 5679—9567%%%
1

(this is because 1 — 5671 is smaller than

1

gew for x greater than 0)
< 0

ifa— " > -20+a+ " —log2, ie 0> % —log2. Thus a contradiction
because we assume 6 > %,

uR

1 0 a—
Lemma 6.3 If0 > %, then V€20 + e2a—ur — g=0+atsurL 5 gy {e+e22

)

Proof.

2
a 2
i urL _YR
4\/620 e2a—ip _ pa—0+74 (ea g 69)

—a _g4+ L _“R
3(629+62a uR) — 4e® 0+ 3 _ 902 +6

2 _
_ YR _uR _ ur
— 3(6a 4 —60) +4(€a 4 +0_ea 0+ 4 )

> 0

if untus <99 m

Lemma 6.4 For a such that max {0,a — “} > a+% and max {0, —a — %4} >
—a + UTR’

1 1 1 1
7A7R (a) = log (260 + §ea—§uR 4 5\/629 + e2a—ur e—0+a+§uL) ;

and

1 1 1 1
7A7L (a) = _log <260 + §e—a—§uL + 5\/620 4 e—20—urp _ e—9—a+éuR> ;
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and

a log (69 v 3un 4 /20 4 g2a—un — e‘“‘““%“)
- (1 7)
( " —log (69 FemtmauL /20 4 —2a—uL e*"*‘”%“R)

1
log V€20 + e2a—ur — g—0+atiur
— Q7]g

2 _log \/620 + e—Qa—uL _ 6*9*a+%un

Proof. Suppose np > max {9,a — %QR,a + ’%L} and n;, < min {—H,a + 5, —a— g,
then 1y is the solution to

1 1 _ _a+ iR 1 _ 1 @
1=2 (1 _ 26_(7/R—9)) <1 _ 56 (nR + 2R)> + §e—r;R—9§e—7/R+a+ ZL )
So

e'lr = 169 + lea_%uR + 1\/629 + e2a—uR _ e*9+a+%uL.
2 2 2

By symmetry,

e L = 169 + le_a_%’uL + 1\/629 + e—2a—uL _ 6*9*a+%uR_
2 2 2

If9>%,thenfora<9—%,

1 1 1
T]R(G,) — log (269+Qea—é’uR_;'_Q\/eQO_‘_eZa—uR_e9+a+;UL>
UR uy,
a0y ),
> max{ a 5 a+ 9

Suppose np > max{@,a — %ﬁR}. Then

i 1.
Pl = 0= Flon=0)F (mn-at 2 )+ om0 (1-F (ng-a+ 5in) )
m
= 7 (-t )+ F (= 0) ~ 20 1),
IfnR>max{—9,a+%},then

P (Mr) = —2pL (NR) -
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So ifnR>max{9,a 2uR7a+ } then

Pr (1r) — P (NR)
= 2p% (ng) + 0L (NR)

U
= 27 (g =t ) 4 2F (0 — 0) ~ dpr 1) — 201 (1)
- 2F<77R—a+u2R)+2F(nR—9)—2

_ e () Ly ) ¢ (0,2)

_ _um
= e r (26"1:‘76976@ 2)

= e r 629 + e2a—upr _ 670+a+%u1,.

So
|le (77?%) - pQW (77}3,)| _ 1 — e~ Nrta—4 +1—e (R0
Py () = Phe ()l 1 —emmamatin 41— en—f
2677R7(6a7%+69)
_ R
N 2e—”L—(e‘“‘uTL+ef’>
e "L

V20 4 e2a—ur _ g—0+atgur

= e "R7TL .
\/629 + 67211711,[‘ _ e—G—a—i—%uR

We thus get a (a) but substituting these expressions into

* _ / *
a(a)=(1+a) Nr+ ML _ ang log Pk (775) P/M (775)|.
2 lp L(77L) —Pm (77L)|
[ ]

Lemma 6.5 If6 > “R+“L , then for a such that max {H,a — UTR} > a+ % and
max{& —a — —} > —a+ “R

u
1 a—*E 9 Ot~ B
a'(a) = =+= ¢ c — 2
2 2 \/620 + e2a—ur _ 6_‘9+0«+%UL \/620 4 e2a—ur _ 6—9+a+%uL
—a— "L
1 _a_T — et e’+e ; 2
_ 1—
2 e—2a—ur _ e*Q*CLJr%uR \/620 1 e—2a—uL _ 6797a+%u3

_*R IEPSNC) 7
et 2 —¢f 1 e o2 —¢f
2 \/629 + e2a—ur _ e—9+(l+ ur 2 \/629 + e—2a—ur _ e—O—n,-&-%uR ’
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Proof. From lemma, because 6 > “2F“L we have 1y (a) > max {0,a — %

and =7, (a) < —max {0, —a — %}.

Again, if np > {Q,a — %ﬂR,aJr %}7 then

Ipr (Ng;a)
da

Ipr, (ng; a)
da

= —F(ng—0)+pr(g)
= DpL (77R) .

So
Onp(a) _ 2%l 4 Ol 2F (1~ 6) 1

_ da _ I
da 2p;% (nR) +plL (771-2) 1— efnRJra*uTR +1— e—(nR—(")
1 — e~ (nr—9)
= - € (0,1)
1-— e_nR‘H”_TR +1-— e—(ﬂR_e)
1 ea*uTR _ 69 + \/620 + e2a—ur _ 6—9+a+%uL

2 \/620 + e20—ur _— e—9+(l+%UL

1 e
2 Ve20 4 e2a—ur _ g—O+atgur

because np (a) > max {a -, 9}. I have checked that this expression is equal
to

ea_uTR + 262a—uR7676+a+TL‘1
ong (a) B 2\/eze+62a,—1l,R_e—6+a+§uL
Oa ea—% —ef + \/626 + e20—ur _ e—@-&-a—i—%uL

Because

P (M) — Par ()] 1 —emmto=3 41— e=(n=0)
Ip7, (1) — Phy (07 1—en—a=30L {1 _en,—0

. . —npta—2F —(n —9)) Mg _ —npta—1E
0 1o i) ~ply ()] (7 e ) G e
da |plL (772) - p3\4 (772)| 1— e—TlR‘*‘a_u‘zR +1— e—(nr—"0)

_ (enL—a—%ﬂL + 67/L+0) ’38774 + e —a— 3L
a

1—em—a=giL 4] — eny—0
(ee + e“’uTR> % — e F
Ve20 4 g2a—un _ g—0tatiuL
(eg + e_“_uTL) % — e

\/629 + e—2a—uL _ 67070,«#%1“; ’
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1 o 0 10 / ®\ ol *
~(1+4a) (771% I %) _195, PR (77{}) P (”f
2 2 x :

’ /
da da da Ipy, (1) — Phr (0L)]
_¥R 0 a—2R
1 e 2 + 14 (6 +e 2 ) anR
— a— 3
2 \/629 + e2a—ur — 679+a+%“L \/620 4 e2a—up _ 670+a+%uL Oa
u 6 —aq—YL
—a—= (e +e 2 )
I c___ — + (1+a- : Ony,
2 \/@29 4+ e—20-uL _ p—b—atiun \/629 Y o-2a—ur _ o O-athun Ja
a— LR
e 2
\/626-‘,-620'_“'1%—e_9+a+%“L
u
9 (es+e“’ f) ) T
= e 2 —e
1+a— \/ —— 3 1+ —
e20fe2a—uRr g~ ITataur 020 4 e2a—up _o—0+atdur
1
+=
2P
i 1+a B
2 u
a—uTR 1 <69+€a_423‘>
€
1 + -3
Z \/620+e2a—uR_e*9+a+%uL \/629+e2a7uR_ef9+a+%uL + []L
2 0 _“R
1 a8 _ o (e +e®T 2 >
+§ = —¢ n 1+a— n
\/629—0—62“*“12—@*9*“*5% \/629+62a7uR_679+a+§uL
[ 1+Ot eaf%fee ]
+ 2
1 \/629+e2a up _e—0+atdur
A L, (cre#) +1,
e —e
+3 1+a-— ——
€20 fe20-ur e Otataur 020 4 e2a—up _o—0tatgur
i 1+a .
1 1 a*“‘zﬁ 0 <€9+€a742R> + []
2| +3 = =< n 24+ a-— - L
\/629+82“7“R7679+G+E“L \/629+e2a—uR7€79+a+§1LL
i 14+«
2
L R 04 a_%R
5 + e R l4yo_ f4e +HL
1 2 1
\/626+62“_1"R—e_9+“+§“L \/629+€20,—sz_e—9+a+§uL
g 0, a—tE
l+a 1 et~ 2" — ¢? o Eﬁ%
— . 142 :
2 2 \/626 + e2a—ur _ e*0+a+§UL 2 \/629 + e2a—ur _ 670+a+§uL
ur
—a—tf 0 e T2
+1 e ¢ : 1+ & 2 :
2 \/629 4 e—20—ur _ e—f0—at3zur 2 \/62‘9 4 e—2a—ur _ o—0—atiun
u iR
11 e 3 —¢f eé)ﬂ%
s+ 1—
2 2./e2 4 g2o-un _ g—0Fatius Ve20 4 g2a—ur _ g—0tatiuL
31 "
—a—2L 0, —a——4
3 ef eﬂ%

1
— 1 _
2 €20 4 e—2a—up _ g—0—atzug \/629 4 e—2a—ur _ g—f—atjun

( 1 v —¢f 1 e~ F _¢f
2

— T3 -
\/629 + e2a—ur _ 679+a+§u11 \/629 + e—2a—ur _ 6767a+§uR



u

W YR g T
| T

a—28 0

€ 2 —¢€

Because max {

ur
m —a—=L = 0 —0— 1 N
ax < le— 43 769 ’% < \/e2a+672a7“L76 [% a+2uR,a/(a) >0

for all @ and @’ (a) < 1 for « sufficiently small. =
Therefore, for « sufficiently small, é' (a) < 1 if ug + ur, < 0 or for all
a € (—9 + 5,0 — UTL) Let a* denote a fixed point of a.

= D )
\/62a—uR+629_ea+ -6 (e 2 +e ) ] 3
— log (eiai% ) > 0if0 > § (ur +up)—

Observation log

\/efza"“L +e20—e T 20

log 2.
Proof.

620 —+ e2a—ur _ ea_9+“TL _ 629 + e—2a—ar _ e—a—@-‘r%

e2a—tr _ ea79+ﬂ'TL _ (6720‘7{”’ _ efa70+ﬂTR>

\/620 4 e2a—iRr _ ea—0+-4 41/ e20 4 g—2a—ar _ g—a—b+ £

_ _ a [
€2a—uR _ e—2a—uL _ (ea_6+TL _ e_a_9+TR>

e20 + e2a—uRr — ea,9+“TL + \/620 + e—2a—0L _ efa79+ qu

_YR —a-—YL _Y“R —a—YL _YR —aq— YL _prtRrtUL
(ea 3t _ 0 2)(6“ 3 | =@ 2)—(6“ 3t _ @ 2)€9+ 5

e20 + e2a—tRr — ea—9+uTL + \/629 + e—2a—TL _ e—a—@—i—“—gﬂ

uptu
=0+ RivL

upR up
a——4% —a——g*
a— LR ML e 2 +e 2 —
= e 2 2

\/620 + e20—uRr _ ea—9+uTL + \/629 4 e—2a—Ur _ e—a—6‘+"TR

_“R gL _ uptuy
9T LeTim T g 0+ —L5—L

20 + e20—uRr — ea*0+uTL + \/629 4 e—2a—0r _ efa79+“TR

uptup up+tug
-1 — 670+f

> 2e <0

e20 4 e2a—tur _ 6a70+TL + \/620 4+ e—2a—0r _ efa79+ R

if 0> 3 (ug+ug)—log2. m

0 R
\/eZ“*“R +e20—e® T2

> |log 4%
u L
\/e—ZafuL+ezgiefa+%79 (e—af 3 +69>

YR
up e~ 2 el
2a—up 26 _ ot 5 4 ( )
Ve e ¢ log > 0. If 0 > max { —“BFUL 3 (yp 4 up)
u 'lLL ) 3
672a7“L+629787“+42R79 (e—a—7+€9> 4 4

Observation If§ < —“844L then |log

and log
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ur a0
\/62(1,—11,R+629_60,+T—9 e +e
then |log — log i
e—2a—up 420 ot gt —0 (e—"— 2 +69>
Proof.

u 2
(eU’*TR + ee)

_ - 5
(efafTL + (39)

uR
eQa—uR +€29 +2ea—T+0

\/6211711,1:{ + 20 — ea+uTL—9

\/672a7uL 4 20 e—a+%—9

_ “L
62(1 UR +629 _ ea—i— 5= —0

e—2a—ur + 629 _ e—a+uTR—9 e—2a—uL + 626 + Qe—a—uTL+9
u u uptu uptu
(ea_ h 2L) (1—620+ o L) (269_ it pem

<672a7uL + 20 — e—a-i-%—@) (672a7uL + 20 2e—a—uTL+0)

—a—

— €

2 _YR 2
\/ 2a—u 20 a+2L ¢ (eu 2 4ef
If < —“8dUL then either o _fte ¢ Qﬁt > ™
\/e—2a—uL+629_e—a+ 3 —0 <eia77+69

_YR
because e~ 2 —e

1 because e~ 3" —e=9= % < 0. So log

u “*UTRJF 0
\/ 2a—up | 420 _ ot -9 —0 e e
and log —£2 te e - g T >0. If6 > max {—2atur 3
\/e—zn,—u,L_l_eQe_e—fH-TR—ﬂ (6707T+69>
o=t o0 ’ ur 2
then either - - > \/e2a_uR+e2e_ea+T_8 > 1 when e~ 3"
7 a5 N2 -
<57“7%+e9> \/672a7uL+629_e*a+u§‘*9
( “*uTR.k 9>2 L 2
e e _ —~—0
L uL \/e2‘1 UR 420 g2t 2 o VB
e 2> >0or 7 < < 1lwhene* 2 —
e T2 +69> \/e—2a—uL+ezeiefa+u—2R‘f9
_a_ ML
e "2 <0. m
a— LR 6 2 —a— 2L 0 2
Observation = — — e~ —e
e20—uR 420 o0t 4-—0 \/E—2a—uL+e29_e—a+TR—9

vL
\/62"'_“'R+e29—ea’+7_9

u

2 (o
o up e +e
=72 > 0or <

L
\/82a7uR +62973“+T’9

—at MR
\/6_2"’_7"L+€29—6 at+—3*—0

> |log

Oif0>10g%.
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Proof.

uR 2 2 uy, 2
(+* ) (-t o)

Ve2a—un 4 ¢20 _ gat -0 Ve—2a—uL | ¢20 _ g—atF—0
1

(eQa—UR + 629 _ ea+uTL*9) (e—Qa—uL + 629 _ e,a+“TR70)

N .
(€2a—uR 4 620 266+a—TR> (e—Qa—uL + 629 _ e—a-‘rTR—@)

X . 5 .

_ (6—2‘1—UL + 620 + 2@9_G_TL) (eQa—uR + 629 _ ea-&——QL —0)

> 0

after some algebra.

w 2 2 “ 2
(= 4 (o v

\/eQa—UR + e20 _ ea+uTL*9 \/e—Qa—uL + e20 _ efa+uTR70
1

(62a7uR 120 _ ea+’%—9) (6720,7711‘ 120 e—a+%—e>

ug \ 2 u
(e2a—uR + 620 4 269-1-(1—%) (e—2a—uL + 629 _ e—a-‘r?R—G)

U,QL 79)

X

u

2
L
_ (6*211*111, +e20 + 26970,7 5 ) (e2a7uR + 629 _ ea+
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N N
<e2a—uR + 620 + 266+a—TR> (e—Qa—uL + 629 _ e—a—&-TR—G)
up \ 2 ur,
_ (6—2a—uL + 620 + 269_G_T) (eQa—uR + 629 _ ea+7—a)
(672a7uL 4 620 _ efa+ “'QR -0\ _ (e2a7uR 4 620 _ eaJr"TLfE’)
ur

+(€2a—u3++€20+269+a—%) _ (e—Qa—uL ++€29+260_G_T)

20 +e URTUL _ T URTUL

629

_eafuR+uTR70 + e,a,uLJr“TL,g

_|_2697a7uTR7uL _ 269+a7uTL7uR

—2+2

—2aq— — YR _ — Lo —2a—
v (6 2a—ury, +629 —e a+—t—0 e2a UR __ (eQa UR +€29 _ea+ 5 —0 e 2a—uy,
€ uUR ur,
+ (62a7uR + +620 4 2€9+a77) e2a7uR o (672a7uL 4 +€29 + 2607a77> 6720’77”“
+ _’_efuRfuLe2a7uR _ efuRfuLef2a7uL
_eafuR+uTR7062a7uR +efa7uL+uTL70672a7uL

u u
+2e€—u—TR—uL e20—UR _ 269+a—TL—uRe—2a—uL

_262a—uR + 26—2a—uL

v (672a7uL + 629 _ e,a+“TR,9 260,7“TR+0 _ <62a7uR 4 620 _ ea+uTL79 QefafuTLjLO

n <62a—uR 1ore?0 4 269+a—“7R) 9pa—"F+0 _ (e—2a—uL 4 te20 _|_260—a—“TL) gp—a— 440
+ +€7uRfuL26a7uTR+0 _ efuR7UL267a7uTL+0
_ea—uR+“§—926a—%+e +e—a—uL+uTL—02e—a—uTL+9

+269,a,“TR,uL 260,7“'TR+9 _ 260+a7"TL7uR267a7 u2L +6

_YR g YL
—2 % 2e0 2 H0 | 9 9ema 3 H0

first bracket

N (672(1711,[‘ I 620 B e*ll*'r nQR 79) o (620’7“1:‘ + 620 _ ea+“TL*9>
€
— _ %R —2a—1 —aq—2L
+(€2a uR++€20+269+a 5 ) _ (6 2a—ury, ++629+269 a 2)
e29 +e URTUL _ T URTUL
_ja—urp+2E -0 —a—up+2L—6
e 2 +e 2
+2697a7u7R7uL _ 269+a7uTL7uR
—2+4+2
, , +
629 (260 (ea,“TR _ efafuTL> +679+uR2uL (eafuTR _ efafuTL))
629 7679 (ea,“TR _ efafuTL>
uptu u u
—92e9— Rk (ea_TR —e_a_TL)

_¥R gL uRptur _ _MRtup
629(6“ 2 —e ¢ 2)(2630+69+ - —e 0 —2¢ 2 )

35



second

620

bracket
(e—Qa—uL + 629 —e

4 (62a7uR =+ 629 4 260+a77

_’_efuRfuLeQafuR _

_a+uTR—6 e?a—uR _ (eZa—uR _|_e20 _ ea+uTL—0 e—2a ur

_ —2q— —a— XL —2a—
62a “Rf(e 2a uL+620+260a 2)62a ur
efuRfuLef&zfuL
_ea—uR—&-uTR—GeQa—uR +€—a—uL+uTL—Ge—2a—uL
269+a—uTL—uRe—2a—uL

—a—YR _ _
+269 a—— uLeQa UR __
_262a—uR +26—2a—uL
u u w w
2e2¢ (e“_ 3 e 2L) (ea_ 7 —l—e‘“‘TL)

Gty

( )+ ()
UR _ _a_uiL) + (eQa UR R e M +672a uL> (2639 - 679)

+ (e“*uTR + e’“’TL) (2649 2620~ I | o (urtur) _ 2)
+2697UR771L _ 60
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third bracket
—2a—uy, 20 _ _—a+
20 (e +e e

+ (e2a—uR + e2f + 260—&—@——2&) 26(1——2&4-9 _ (e—2a—uL + e20 + 9ef0—a—

—{—efuR*uLQea*“TRJre _ efuRfuL2€fa7"2L +6
_eafuR%»“TRszeafuTRJrG +67a7uL+“TL792efa7uTL+9

+269—a—%—uL 26&—%—&-9 _ 2€9+a—uTL—uR2e—a—uTL+0

u

(&

_»R g YL
—2%2e0 20 4 9 4 9p—a— 50

2e39 e“_% — e_a_TL)

upR+u u u
—60_% ea_TR — e_a_TL)
2¢% -1+1

_YR _a— YL _ _URtup
+€0 (ea 2t ema— 3 6211 UR | e 5

+ 67204771/[‘)
—|—2@29 (ea_% — e_a_uTL) (ea_% + e_“_uTL)

_up g
(e“ 2 —e T2

+2€29 (efuR ur __ e*uR*UL)

—2¢f (ea_% — e‘a_uTL)

eefuRfuL

uRptu
60 62a7uR+67% _’_ef2a7uL)
9 (o= F —a—*f a—f£ —a—4 0

€ —-¢ +(e“ "2 +e 2 (26 —1)

_upug o
2630 4 2620 _ 269 _ 69 e 60 UR—UL
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vrL
2

2

) 2e—a= "3 +0




So

620 2639 + €0+ pl —e — %

vrivp _p

_vriup
4 2

(o)

_uptup

+ + (EzaiuR +e 2 + e*QG*uL) (2630 _ 670)

+2

* (eaiuTR + eiafuTL> (264‘9 + 2e

uRp+tur
20— —B—L

4+ e~ (urtur) _ 2)
4.9ef—ur—ur _ o0
60 eZafuR + e,w + 672‘17“L
+ (e“‘”TR + e‘“_uTL) (2¢% —1)

_MRtup e —
2639+2629—269—69 3 +€9 UR—UL

= ¥ ((6“‘%)3 + (e—a—?)‘g)

ug+tup

+ (eQa_“R +e”

T+ 6_2‘1_“> (2¢%% — e 4 2¢7)

+ (e“—% + e_“_uTL) (2@49 + 2¢%0- vrivL 1 2¢f 4 e~ (urtur) _ 3)

+e2? (2639 te

+2 (2630 +2¢% —2¢% — ¢

uRp+tur wptur
o= - 2 0——"5

— €

e ) 4+ 9ef0—ur—uL _ 0

’U/R+’U,L
0~ 2

+ efmur—ur )

— o (()3+ (>3>

urp+turp

+ (62’17”3 te”

2 + 672(171”‘) (2630 — 679 + 2€0>

o G R G e )

uptur

uptu p .
19650 4 BOFTRTE o 80— MEGNL | 30 | 4020 600

44efur—uL _ 90

_YRtup
2

up\ 3 N3
= ¥ ((e“‘?) + (67“* 2L> )

+ (eQa—uR + 6_

uR+uL

uR+uL

2 + e—2a—uL> (2639 _ 6_9 + 269) . 2639_ +

Rt

+ (eafuTR + efa*uTL) (2649 + 26297 5 + 260 + ef(uR*FUL) 7 3)

+2659 + 630+

upR+

2

146 4 46 — el 4 4l unT

() )

vpturp

+ (62‘17“1? te

2 +e*2a*uL> (—e +¢f)

2630 { (eemun g om T g ) - o

uR+uL

—|—69 {(e2a—uR +e s + e_ga_uL) _ Qe_uR;ruL }

uRptur

+ (ea7“7R + efa*uTL) (2649 + 26297 5 + 260 + ef(uR*FlbL) 7 3)

+2659 + 630+
0

\%

up+tup

2

+ 4¢3 + 4e2% — 6e? + 4ef—ur—uL

— 2e

‘U.R+uL
- “riuL



if—e=? + ¢ > 0 and 2¢%? 4 2¢ 4+ ¢~ (urtur) _ 3 > 0 and

uptur,

2e%0 4 20775 4 46?0 4 4e? — 6+ deHETUE > ().

This holds if e=? < % ]

Lemma 6.6 (a(a) + ang) (2a — “25%L) < 0if6 > max {3 (ur + ur) —log2,log 3 }.

Proof.
_up T
A() +041 et +€9+\/€2u_“R+62‘9—ea+2 0
ala) = —any+ = log -
0 2 e*a*uTL + et + \/e—Qa—uL + e20 _ eiCHJTR*G
2
_up L ot TR
e e 4 ef 4 \e2amun 4 20 _ cat 0 Ve-2o-us 4 20 — =t 0
5 108 m = =
2 e 1 F 4 ef 4\ e—20-uL 4 20 _ g—atf—0 Ve2a—un 4 (20 _ gatF—0
_uR L
L 0= F el 4 \e2a—ur | 20 _ catF—0
= —onyT 5 log M =
2 e—a—% +ef + \/67211711,1, + 20 — e—a+%—9
(e 20)
¢ ¢ YR L
— +2 (60’77 + 69) + \/62‘17“13 + e20 _ cat—5-—0
+]. 10 \/62‘17“1:{+€2978a+779
9 %8 (efaf%ﬁg)z
—a_tL TR g
= +2(6“ 2 +€9>+\/G_2a_“L+€20—6a+2
\/ef2a7uL+629,e*a+42P‘*9
, L Tl TR _up gL
Because ( Ve2a—un 4 20 — gatF—0 _ \fe—2a—ur | 20 _ o—at"F—0) (ga—F _ g—a— ) >
“ 2 w 2
(e 4e) (e ) v g
0 and = — = (ea_ 2 —e %72 ) >
e20—uR | 20 oot 2L -6 \/672a—uL+629_67a+%79

0, it follows that

(ea—qu + 69 + \/e2a—uR + e20 _ ea+uTL79 _ <€—a—u2[‘ + 69 + \/e—Qa—uL + e20 _ ea+“2R9>> (ea_uTR — e ¥

and thus . .
(@ (a) + ang) (e“*T - 67“77) > 0.
Because e~ 3" —e "¢~ % = (2a — %) eS for some ¢ between a—% and —a—
Y. So(a(a)+ ang) (2a — “854L) > 0. It follows that (a (0) + amg) (—ur +ur) >
]

Observation If 3 (ug +ur) —log2 < § < —“8FUL  then

el + O BUR + \/620 4 e2a—ur _ e—0+tatgur

ef + e—a—huL + \/620 4 e—2a—urL _ e—f0—atgur

+
2

1
la (a) + ang| < log
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\/629+62a—uR_e—9+a+%uL

\/620+e—2a7uL 78*9*(11’%“}%

Proof. If 6 > % (up + ur)—log2, then log has the

1 1
. 04ea—3uR ee+e”7fuRJr\/629+62“"“R7679+”+7“L
same sign as log <2 and hence log - —.
efte a—gzuy, 69+6_Q_5uL+\/e29+6_2a_uL—6_9_a+§uR

1 1
\/629+62“_7”R—e_9+“+5”L \/629_,'_62@—1”3_5—9-%-@-%—51%

Ifo < 7%, then (log

6 a—1uy
> log <+ Q%Z,so log

\/‘329+€72“7“L—5797“+%“R efte™ 7 \/629+672a—uL_e*9*a+%uR
log e A m Ve penen ettt |y
69+67G7%“L+\/e29+e—2a7ul‘ 78*9*04’%“1{ ’
a(a) + ang
_1 _ 1
 1l+a log ef + o= 3ur 4 \/e20 4 o2a—ur _ o—0tatgur
2 ef + e*a*%uL + \/629 1 e2a—uL _ 67970,«#%1“%
1 69 —+ ea_%“R —+ \/620 —+ e2a—ur _ e*9+a+%uL \/620 + e2a—ur _ 679+a+%uL
+7 log — log
2 ef + 6_“_%'“11 —+ \/620 + e—2a—ur _ 6—9—(14‘%”1% \/629 + e—2a—ur _ 6—9—(14‘%“1%
Therefore
0 a—iug \/ 260 2a—u —0+a+iug
R _1—i—a1 e’ +e?T2UR 4 /el ¢ R —¢ 2
a(a)] = 5 |8 ————~ — —
e’ +e 2L—|—\/e +eTTvL —e 2UR
log 69+€a_%uR+\/629+62“_“R—6_9+a+%“L
" 69+67a7%/“'L+\/629+672a7uL _e—f-atdup
1 \/629+62“7UR—379+”+%“L
— |log
\/62€+ef2a—uL _ef-atjup
0 a—Liu \/ 20 2a—u —f+a+iu
<1+oz1 e’ +e? 2R 4 /e e R —e 2UL
0og
2 ef + e—a—%uL + \/629 4 e—2a—ur _ e—t‘)—a—i—%uR

Observation a** ¢ (0, %) if ug —ur, >0 and a** ¢ (%70) if ugp —
ur, < 0.

Proof. Because d(a) (a — “27%) >0, If 0 < a < “2:%L then G (a) < 0 <
a, so a cannot be a fixed point. If —*E%L < g <0, but then a(a) >0>a. =

Lemma 6.7 @ (a™) € (0,2 (1+a)) if 0 > max {3 (ur +ur) —log2,log 2}
and either

1. 60> —%, or

2. 0> —mextununl 4 og9,
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Proof.

a’ (a;ur,ur)

]_ 1 eafuTR —_ 60 (594'672

-4 = 1—
2 2 \/620 + e2a—ur — e—0+atgur \/620 4 e2a—ur _ e—0+atgur

ug,

—a— XL 0 ,—a—
1 e —¢f ) e
2 \/629 + e—2a—ur _ 6—9—(1"!‘%“}% \/629 + e—2a-ur _ 6—9—(1"!‘%711%
Loy 1 eo="3t — ¢f +1 e 0= _ ¢f
2 2 \/629 1 e2a—ur _ 679+a+%uL 2 \/629 1 e—2a—ur _ 6797a+%u1:{
> 0
c9+e“’u42[t ) "_uTR 0
because 1 — 2 = € (0,5) and < —< =
\/329"’62“7“5’ e ftatauL \/629+e2a*“R—efe+a+§”L
eg+eiaiTL 1 70‘7“,2[‘ 0
(-1,1)and [ 1— 2 € (0,5) and < =<
’ 1 72 1
\/629+e’2“*“L e f7et3uR \/529+e*2a*% —e fat3ur

(-1,1).
If either a—“f < 0 or —a—"% < fs, then @’ (a;ur,ur) < %—&—%—i—% (1 + %) =
31+ o).

Case 3 0 > —%

Proof. Then af%fQJr(faf%fG) < 0, so either a — = < 6 or

—a—% <fandd (a)<3(14+a) =

Case 4 0 < 7%.

Proof. If a ¢ (9—1—"7’*,— —“TL), then either a — “* < 6 or —a — 4 <
0. Therefore, the statement does not hold only if a** € (9 + =0 — “TL)
Because 6 € (uR + ur, —%),
1+« ef + eaféuR + \/620 + e20—ur _ e—9+(l+%uL
la(a)] < log
2 69 + e*a*%uL + \/620 + e—2a—uL _ 6*9*114*%“12

_ UR*UL
2a 5

1
% (10g2 + lloge

)

1 1 1
because v/ e2f + e2a—ur — g—0FatiuL ¢ (0, ef + ea’iuR) and V/e20 4 e—20—ur _ g—0—atjun ¢

(O, ef + e*“*%“L) Consider ur > ur. By assumption, 0 + % > 0. Because

a*™* ¢ (O7 “RZ“L), if a** € (0—|—“7R,— — "TL) then o™ > “ET“L. Because

41



a(a)
1 —
< 7;(1 (log2+2a—uR 5 uL)

1 _
- Lte (log2—uR2uL)+(1+a)a

ifa € (%7 -0 — UTL) If a fixed point a** exists in (%, -0 — %)7 then

att = d(a**)
1 _
ta <log2 - uRuL) + (14 a)a™,
2 2
0
1 1 UR — Uy,
- 1+ =)= (YETYE g9
a > < + a) 5 ( 5 og )
> ULRTUL log 2 (because o < 1)
UR ur,
= 2B _joe2- 2L
2 %5
> —0— % (because we assume that 6 > —W +log2),
contradiction to the hypothesis that a** € (“£7%L —§ — “L). The case where

ur < ur is analogous. W m

Lemma 6.8 ¢ (up —ur) <0 if0 <ur+up, a< i and either
1. 0> —%, or
2. 0> —mexurinl 4 jog0,

Proof. This follows because a’ (a**) <
0. m

[N

(1+a) <1landa(0)(—4a5%L) >

6.3 Proofs for Proposition 2

Lemma 6.9 212(@tnt) ¢ (¢ 1) jf g > urtur

Proof. Again, if np > {O,a - %ﬂR,a + %}, then

9 ; +
W —F(ng —0)+pr(ng)
OpL (Mpia)  _

5 = pr(nR).
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So

Onp(e) _ 2% 4 Oufun)  9R(p,—6)-1
da 2p (Ng) + P, (NR) 1—e e 11— e=(n15—0)

1 — e_(”R_a)
= = € (0,1)
1—eMrta—"3F 11 _e=(nr—0)
1 ea—uTR _ 69 + \/629 + e20—ur 679+a+%uL

2 \/620 + e2a—ur _ 6—9+a+%uL

1 et~ 2 —¢f
2 \/629 + eQa—uR _ 679+a+%u11

because 1y (a) > max {a — “£,0}. m

o SUR,U .
Lemma 6.10 "R(g,l%j‘:“) <0if§ > watuw

Proof.
anR _ 7281)%(»::;11) + 617%(17:?“)
Oup 2p’r (Mg) + 1% (NR)

2(F(r=0) (1= F(ng —a+ 5ir))) 5
1—emrta="3 1 1 e=(r—0)
(this shows that it is negative)
Y s

1— e*nR+a7aTR +1-— e—(ngr—0)

%ea—uTR (ea—uTR + \/629 + e20—ur _ 679+a+%uL)

elr \/620 + e2a—ur _ 6—9+a+%uL

e 3t e“_uTR
=~ uR 1 L+ i
69 + el 4 \/629 + e2a—upr _ €*0+a+§u1‘ \/629 + e2a—ur _ €*9+a+§UL

Lemma 6.11 %ﬁ’“” <0 if O > wrtur
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Proof.

daf@urur,8) _ 1., e F
(’)uR 2 elr
. 1 eQa—uR 1 - 1 +a
\/629 4 e20—iin _ ga—0+7 020 4 (2a—in _ pa— 0+ e"r
1 le—0—atzun 1 l+a
e20 4 e—2a—uL _ e—a—9+ﬁ7R 020 4 ¢—2a—ir _ o—a—b6+ ﬂ2R e "L
a—ft
= 3 (1+a) i
o B 3¢ +ger
1 a2 —1(1420) /2 + 2e-in — a0+
4 enn €20 | g2a—iin _ ga—0+7
1 le=0—atzun 1 1+a
4 N e "L

Qo 2alaururf) s

Oupr

YR

ug
a——f

e (e‘g—i—e“_?' —(1+2a)
< 4 (620 1 g2a—in _ ea—9+ﬁTL> .

If 20 > “adUL then

e—a—(‘)+ﬂ—2}3k

e20 + e—2a—tur _ e—a—@—i—%

\/629 + e2a—1ipr _ ea0+u2L)

)

p N 2
> (ea—e“JZR) + bt
Then
e“_%
_up _up
S el 2<€0+ea 2_69_6(1
_YR uR
= e 72 2*m1n{ee,e“ 2 }
< 2efte
0 2 0 YR
< 2 (e e 2 ) +e +a——
< 4(629+62“7“R a*9+aTL>



So 26 > “atuL g sufficient for o (a) € (0,1) for all @ and W < 0.
R
In fact, because

_ YR _YR ~ _ Gy,
%2 (69+ea 5 —(1+2(1) e2(~)_|_e2a,—uR_ea 0+— )

u 2 w
< 2((69—6“_7&) —&—ee'*'a_%)

we get
ug ug _ oL
W iR e~ 60+€a 3 _(1+2a) e20+62a7u3_ea 0+—
Oa (a;up,ur,0) - let= 2 -
—_— a— o
Oup 2 e 4(e2e+e2a—aR _ea—9+“2L)
9 (20 4 2a-in _ a79+“TL> 20 1 g2a—in _ ea79+ﬂTL)
713 _YR
1esF <e et ) g 2)
< —= —
2 er ( 20+62a UR 7ea—9+uTL>
P _ YR ar,
oot (1 2o ot )
2 er 2 4(629_’_62117113_6&—0-&-%)
1ea="#
< R
4 elr
[ ]
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ong Ong (a;ur,ur) 0a™* n Ong (a;ur,ur)

ouy, da ouy, duy,
da(asur,u
_ Ong(aug,ur) ( B ) Ong (a;ur,ur)
Oa 1—a (a*) Ouyp,
11 1 1
>

4 e 2\/@20 + e2a—Ur — ea—9+ﬂTL e (1 —a' (a))

~ U u u u
€20 | g2a—tr _ ea—a-‘rTLea*TR + e2a—ur _ %eg+a+2L) e*a*TL

o (1 o (a**)) e—nL676+a+%uL

[ < 0 4 e2a—tr _ 6a70+uTLea7uTR + e20—UR _ %60+a+u21‘) e,a,“TL
0.8

1

2

_ (1 o (a**)) 6—7]L6—0+a+%uL

9 7uR+uL 3 a—uR—uTL _ 16—9
2

2
(6 +e—a— uL) e—0+a+%uL
0

u +u w u 1
uptur (679+6a+TL) _‘r_geafuRf £ 5670

1
2
_ Lo 30 e (gewww - 1> .

2
Therefore, —%"E* > 0 if
ur,

1. ug+up < log £ and 20 — “RguL > log 3, or
up+u ; u ; .
2. éee T - %e_e +e2 (%e_(“R“‘“’L) — 1) > 0 and ur > ur, because in
that case, a** < 0.

Lemma 6.12 When preference intensity on both sides are equal, the ex ante
probability that over coordination happens decreases with 0 if uw < 0 and 6 >

log%.

Proof. This is because

n
8777% (u,u,@,a) — e \/629+e T _e0tg
00 2
e +e7 M4e 3 e "5
< e Viete 3 e 03
2
< 1
u —u u u
because % 03 _ e =% (%e‘““ — 1) < e 2 (%e‘e — 1) < 0 because

u < 0 and 6 > log Thus the derivative of the ex ante probability of over

46



coordination w.r.t. 6 is

9 (e —emmi) 6 - Oy (u,u,0, )
_ —ab _ —an R » VY
a6 « (e ¢ T e )

< (670”7}‘3 - 670[9) < 0.
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