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We present a theory for the metal-insulator transition (MIT) in the quantum-spin-liquid candidate
material Na4Ir3O8. We consider an extended Hubbard model on the hyperkagome lattice, which
incorporates atomic spin-orbit coupling (SOC) and multi-orbital interactions of iridium 5d electrons.
This model is analyzed using the slave-rotor mean-field theory and thermodynamic properties across
the MIT are studied. The ground state in the insulating side is a U(1) quantum spin liquid with
spinon Fermi surfaces that consist of multiple particle-like and hole-like pockets. It is shown that
the Wilson ratio in the quantum spin liquid phase is highly enhanced compared to the metallic
state. This originates from the fact that the magnetic susceptibility in the quantum spin liquid
phase acquires multiple enhancements due to the strong SOC, reduced band-width and on-site
spin-orbital exchange, while the heat capacity does not change much across MIT. This explains
the large Wilson ratio of the insulating phase observed in the previous experiment on Na4Ir3O8.
Possible connections to other existing and future experiments, in particular on the metallic phase,
are discussed.

PACS numbers: 75.10.Jm, 71.27.+a

I. INTRODUCTION

Quantum spin liquid (QSL) is an exotic state of mat-
ter with fractionalized elementary excitations and emer-
gent gauge fields. Theories of QSLs are well established,
but it has been extremely challenging to identify a di-
rect evidence for the existence of QSLs in real materials.
Recently, however, several materials have been proposed
as promising candidates of QSLs.1 Magnetic ordering has
not been observed in these systems down to very low tem-
peratures and there exist thermodynamic signatures in-
dicating the presence of gapless spin-carrying excitations
while there exists a finite charge excitation gap. One nat-
ural explanation of these low energy spin-carrying excita-
tions would be the existence of the fractionalized spinons
of QSL phases. The central question in the context of
QSLs, therefore, is to understand what types of quan-
tum spin liquid phases may be realized in these systems.

In this work, we present a theory of a three-dimensional
QSL phase that may be realized in Na4Ir3O8, an Ir-based
hyperkagome lattice system. In particular, it is shown
that a U(1) quantum spin liquid with Fermi surfaces and
strong spin-orbital entanglement, that results from the
large spin-orbit coupling of the Ir 5d electrons and multi-
orbital interactions, can explain the anomalously large
Wilson ratio and Fermi-liquid-like thermodynamic prop-
erties, observed in the insulating phase of this material.

In the previous experiment on polycrystalline samples
of Na4Ir3O8 in Ref. 2, the magnetic susceptibility and
heat capacity do not show any signature of magnetic or-
dering down to very low temperatures. NMR Knight
shift measurement further confirms the absence of mag-
netic ordering down to 2K.3 With the Curie-Weiss tem-
peature ΘCW = −650K, the frustration parameter (de-

fined as f ≡ ΘCW /TN with TN the ordering tempera-
ture) is greater than 300. Moreover, in the zero tem-
perature limit, the magnetic susceptibility saturates to
a large and finite constant value while the heat capacity
develops a linear temperature dependence with a rather
small coefficient γ (γ ≡ Cv/T ). This leads to the anoma-
lously large Wilson ratio W ≡ (π2/3)(χ/µ2

B)/(γ/k2
B) ∼

35 at low temperatures. Most of other promising
QSL candidate materials have the Wilson ratio of or-
der of unity at low temperatures.1 In particular, the or-
ganic materials such as κ-(BEDT-TTF)2Cu2(CN)3

4 and
EtMe3Sb[Pd(dmit)2]2

5 also show constant magnetic sus-
ceptibility and linear-in-temperature heat capacity that
are often taken as evidences for the spinon Fermi surface.
These two materials are close to a MIT and it has been
suggested that a QSL phase of spinon Fermi surfaces may
arise upon gapping out charge excitations via a second
order phase transition starting from the metallic side.6,7

In this case, the spinon Fermi surface would be a remnant
of the electron Fermi surface and the Wilson ratio would
not change much across MIT. While Na4Ir3O8 may also
be close to a MIT due to the extended nature of Ir d-
orbitals, a simple extension of this argument would not
explain the large Wilson ratio. Clearly, a different or an
additional physics is at work for Na4Ir3O8.

Recently there have been new experiments on single
crystal samples.3 Depending on the preparation, the sin-
gle crystal samples can be both insulating and metallic.
Comparing the conducting metallic samples and the in-
sulating samples, one finds that the heat capacity vari-
ation is rather small while the magnetic susceptibility
is greatly increased in the insulating samples, leading to
the anomalously large Wilson ratio, just like in the previ-
ous experiment on the insulating polycrystalline sample.



2

While the origin of the metallic and insulating behav-
iors in single crystals is currently not clear, the greatly
enhanced susceptibility in the insulating phase is clearly
the general trend.

There exist several theoretical proposals about the na-
ture of the disordered state in the insulating side.8–11 It
should be pointed out that all of the existing proposals
have assumed a spin-1/2 Heisenberg model on a hyperk-
agome lattice. Ref. 10 suggested a U(1) QSL with spinon
Fermi surfaces based on a projective wavefunction study.
This QSL state is certainly qualitatively consistent with
the Fermi-liquid-like phenomenology in Na4Ir3O8. The
Wilson ratio in this proposal, however, should still be
order of unity because of the spin-rotational invariance.
Ref. 9 introduced a Z2 QSL with spinon pairing. They
attribute the large Wislon ratio to the suppression of
the heat capacity by the spinon pairing. Even though
the singlet spinon pairing suppresses the magnetic sus-
ceptibility, it is argued that this can be avoided if the
SOC energy scale is greater than the pairing strength.
This state, if relevant for Na4Ir3O8, may lead to emer-
gent superconductivity for the metallic samples at similar
temperature scales. If there is no superconductivity, the
metallic samples are expected to have much larger heat
capacity compared to the insulating ones. Neither seems
to be observed in the recent experiments.3

Although the investigation of the ground state of the
Heisenberg model on the hyperkagome lattice itself is
an interesting theoretical problem, the applicability of
this model to the actual material can only be justified
in the strong Mott regime.12 On the other hand, both
the polycrystalline sample and single crystal samples are
proximate to a MIT. We also notice that all other QSL
candidate materials mentioned earlier can be modeled by
either a single-band Hubbard model in the intermediate
or strong Mott regime. On the other hand, in Na4Ir3O8 ,
all the three t2g orbitals are involved and hence the elec-
tron interactions are dependent on orbital degrees of free-
dom. Moreover, since Ir is a heavy element, a large SOC
is naturally expected.12 An important question is which
aspects of these ingredients give rise to qualitatively dif-
ferent thermodynamic behaviors.

In this paper, we analyze the extended Hubbard model
on the Ir-based hyperkagome lattice, including all of
three t2g orbitals, SOC, and the electron interactions on
these orbitals. We assume that the MIT is controlled
by the correlation. We separate the multi-orbital inter-
actions into the Hubbard-U interaction for the charge
sector and the on-site spin-orbital exchange for the spin-
orbital sector. We study the MIT in this model by the
slave-rotor mean-field theory. The main result of this
paper is that, both of the strong SOC and the correla-
tion suppresses the electron bandwidth, which effectively
enhances the on-site spin-orbital exchange in the insulat-
ing side. SOC breaks the spin-rotational symmetry and
enhances the bare electron/spinon magnetic susceptibil-
ity, and the magnetic susceptibility is further enhanced
by the “enhanced” on-site spin-orbital exchange interac-

tion. While the magnetic susceptibility acquires multiple
enhancements, the heat capacity is only sensitive to the
density of state on the Fermi surface which does not ex-
perience strong enhancement. As a result, this leads to
a large enhancement in the Wilson ratio across the MIT.
The rest of the paper is organized as follows. In Sec. II,
we introduce an extended Hubbard model for Na4Ir3O8.
This model with only the charge sector is solved in the
slave-rotor mean-field theory in Sec. III. The spin-orbital
exchange interaction is introduced and shown to be im-
portant for thermodynamic properties across the MIT in
Sec. IV. We conclude and discuss further implications in
Sec. V.

II. EXTENDED HUBBARD MODEL

To write down our model, we make use of a few well-
known facts about the microscopic details related to
Na4Ir3O8.12 The local IrO6 crystal field first splits the
5d electron states into a low-lying t2g triplet and a much
higher-energy eg doublet that will play no role. The
atomic SOC acts on the three t2g orbitals. Moreover,
there may also exist further crystal field splitting among
the three t2g orbitals, which arises from the small dis-
tortion of the local IrO6 octahedron.2 Including the hop-
ping processes of electrons, the non-interacting part of
the Hamiltonian can be written as

H0 =
∑

i,mn,αβ

λ

2
Lmn · σαβd†imαdinβ +

∑
i,m,α

Dimd
†
imαdimα

+
∑

〈ij〉,mn,α

tij,mnd
†
imαdjnα. (1)

Here dimα describes the electron with orbital m =
xy, yz, xz and spin α =↑, ↓ at site i, and L (σ) is the or-
bital angular momentum (spin Pauli matrix). In Eq. (1),
the single-ion anisotropy Dim comes from the distortion
of the IrO6 octahedra and is different for different Ir sub-
lattices. For the hopping amplitudes, we include both the
direct and oxygen p-orbital mediated indirect processes.

Now we explain different terms of Eq. (1) in more de-
tail. As shown in Fig. 1, the Ir hyperkagome lattice has
12 sublattices in the unit cell. At each Ir site, there ex-
ists a 2-fold symmetry axis12 and the symmetry-allowed
single-ion anisotropy has several independent terms. We
keep the term that is likely to be the dominant single-ion
anisotropy. For instance, the anisotropy at the sublattice

4 in Fig. 1 is given by
∑
mn,σD[(lz)2]mnd

†
imσdinσ, where

lmn = Lmn and D > 0. Anisotropies on other sublat-
tices can be readily obtained by space group symmetry
operations.

Our tight-binding model contains three parameters: σ-
bonding tσ and π-bonding tπ orbital-overlap integrals for
the direct electron hopping, and tid hopping amplitude
from the indirect orbital overlap via the intermediate oxy-
gen p-orbitals. We neglect higher-order processes involv-
ing the hopping between two different oxygen p-orbitals.
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FIG. 1. (Color online) Ir-based hyperkagome lattice and its
parent pyrochlore lattice. “1,2,· · · ,12” label the 12 sublat-
tices. Solid bonds (in red) connect Ir sites.

To illustrate the resulting tight binding model, the hop-
ping Hamiltonian between the sublattices 4 and 5 is writ-
ten as follows.

H45
hop =

∑
α

tid(d
†
i,xz,αdj,yz,α + d†i,yz,αdj,xz,α)

+
tπ
2

(d†i,xz,α − d
†
i,yz,α)(dj,xz,α − dj,yz,α)

− tσd†i,xy,αdj,xy,α + h.c. (2)

The rest of the model can be written using space group
symmetry operations. In this paper, we set tπ/tσ = 0.1
and tid/tσ = 0.6 that are close to the ones used in the
band structure calculation in Ref. 13.

For the interaction part, we adopt the standard multi-
orbital interactions that include intra-orbital repulsion
(U), inter-orbital repulsion (U ′), Hund’s coupling (J) and
pairing hopping (J ′),

HI = U
∑
i,m

nim↑nim↓ +
U ′

2

∑
i,m6=m′

nimnim′

+
J

2

∑
i,m 6=m′,σσ′

d†imσd
†
im′σ′dimσ′dim′σ

+
J ′

2

∑
i,m 6=m′

d†im↑d
†
im↓dim′↓dim′↑. (3)

Here nimα = d†imαdimα and nim =
∑
α d
†
imαdimα. In

the atomic limit, these four Kanamori’s parameters in
Eq. (3) have the relation U = U ′+J+J ′, J = J ′, which is
assumed in the following discussions. Such multi-orbital
interactions are in general very complicated and difficult
to deal with. To make a progress, we follow the treatment
in Ref. 14 and decompose these multi-orbital interactions
into the charge part Hc and the spin-orbital part Hex

with HI = Hc +Hex, where

Hc =
U

2

∑
i

(ni − 5)2 ,

Hex = −J
∑

i,m 6=m′

nimnim′ +
J

2

∑
i,m6=m′

d†im↑d
†
im↓dim′↓dim′↑

+
J

2

∑
i,m6=m′,σσ′

d†imσd
†
im′σ′dimσ′dim′σ. (4)

Here we assume that the average electron occupation per
site is 5, appropriate for the Ir4+ ion with 5d5 electron
configuration. We neglect an unimportant constant in
Hc. Hc is the usual Hubbard-U interaction and describes
the energy cost for the electron charge fluctuation. Hex
describes how the electrons arrange themselves among
different spin-orbital states, i.e. on-site spin-orbital ex-
change interaction. Since Hc and Hex describe two dif-
ferent physics, we will treat them separately.

III. SLAVE ROTOR MEAN-FIELD THEORY
AND METAL-INSULATOR TRANSITION

We will first consider the charge part of the interac-
tions as the Hubbard U is the largest interaction energy
scale. We consider the Hamiltonian H̃ = H0+Hc and an-
alyze the phase diagram within the slave-rotor mean-field
theory.15 In the slave-rotor formalism, we decompose the
electron operator into a bosonic charge rotor eiθi and a
fermionic spinon fimα (that carries spin and orbital quan-

tum numbers), i.e. dimα ≡ e−iθifimα. With this decom-
position, the physical Hilbert space is enlarged and we

need to impose the constraint Li =
∑
mα f

†
imαfimα − 5

to get back to the physical Hilbert space. Here Li is
the angular momentum operator conjugate to θi, i.e.
[θi, Lj ] = iδij . The Hamiltonian H̃ expressed in the ro-
tor and spinon variables is further decomposed into two
mean-field Hamiltonians for the rotors and the spinons,
respectively,

Hr =
U

2

∑
i

(L2
i + hLi) +Qr

∑
〈ij〉

ei(θi−θj) (5)

Hf =
∑

i,mn,αβ

λ

2
Lmn · σαβf†imαfinβ +

∑
i,m,α

Dimf
†
imαfimα

+ Qf
∑

〈ij〉,mn,α

tij,mnf
†
imαfjnα − h

∑
i,m,σ

f†imσfimσ. (6)

Here h is the Langrange multiplier introduced to im-
plement the constraint on average, and the mean
field parameters Qr and Qf are given by Qr ≡∑
mnσ tij,mn〈f

†
imσfjnσ〉f and Qf ≡ 〈ei(θi−θj)〉r, where

the subindices indicate the mean field ground states taken
to evaluate the expectation values. Here we have made
a uniform mean field approximation such that Qf and
Qr are uniform on all the bonds. When the rotor is con-
densed with 〈eiθi〉 6= 0, the spinon binds with the charge
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rotor, form an electron with a finite quasi-particle weight
Z 6= 0, and the system is in a Fermi liquid phase. When
the rotor is uncondensed with 〈eiθi〉 = 0, the spinons are
deconfined, form spinon Fermi surfaces, and the system is
in a U(1) QSL phase. We solve this mean-field Hamilto-
nians self-consistely. The rotor condensation occurs when
the lowest rotor mode becomes gapless.

The resulting phase diagram is depicted in Fig. 2.
There are three different energy scales: SOC, interac-
tion and bandwidth. The SOC narrows the electron
bandwidth, which effectively enhances the correlation
effect and drives a MIT at a reduced critical interac-
tion strength. This is the key underlying reason for
the presence of strong correlation physics in 5d electron
systems,16 that were previously believed to be weakly
correlated. Moreover, the correlation effect also sup-
presses the bandwidth and thus enhances the SOC effect.

1 2 3 4 5 60.0

0.5

1.0

1.5

2.0

2.5

3.0

U(1) QSL

Fermi liquid

λ

tσ

U

tσ

FIG. 2. (Color online) The slave-rotor mean-field phase
diagram17 with the Hubbard-U in the charge sector only. Dif-
ferent curves correspond to different single-ion anisotropy pa-
rameters D. From left to right, D = 0.8tσ, 0.4tσ, 0.2tσ, 0.

Using the Ioffe and Larkin’s relation,18 the heat capac-
ity is given by Cv = Cvf + Cvr where Cvf (Cvr) is the
spinon (rotor) contribution. Since the rotor contribution
is subdominant at low temperatures as Cvr ∝ T 3 in the
metallic phase and Cvr ∝ e−∆/T (∆ is the charge gap)
in the Mott insulator, the heat capacity is mostly deter-
mined by the spinon contribution Cv ≈ Cvf . The mag-
netic susceptibility comes only from the spinon contribu-
tion, i.e. χ = χf . In the slave-rotor mean-field theory for

the Hamiltonian H̃, the spinons are essentially treated as
free fermions. In Fig. 3, we have computed the thermo-
dynamic quantities for two different SOCs (λ = 0.8tσ, tσ)
with D = 0 and D = 0.2tσ. The specific heat is
not monotonic because the spinon/electron Fermi surface
changes due to the presence of the anisotropy and the
SOC. The specific heat with D = 0 only varies slightly
near the MIT, which may be consistent with the exper-
iments. Taking tσ = 0.64eV and λ = tσ = 0.64eV,13 we
find γ ≈ 3.63mJ/molK2, only slight larger than the ex-
perimental value (≈3mJ/molK2).3 The specific heat with
D = 0.2tσ is strongly suppressed near the MIT in con-

trast to the experiments. This suggests the actual ma-
terial may not have a strong anistropy due to the IrO6

distortion. In Fig. 3, we only find a small enhancement
of magnetic susceptibility, which is inconsistent with the
experiments. Since the Wilson ratio is sensitive to mag-
netic fluctuations and, moreover, it is the magnetic sus-
ceptibility that varies significantly in the experiments, we
naturally turn to the on-site spin-orbital exchange Hex
that has not been so far included in our analysis.

γ (arbitrary unit)

U

tσ

U

tσ

γ (arbitrary unit)

� �
� � � �

� � � ���������
�

�
�
� � � � � � � ��

���
���
��

2.0 2.5 3.0 3.5

0.5
1.0
1.5
2.0
2.5
3.0�

� �
� �

� � � �
���������

� � �
�
�
�
� � �����

���
��

2.0 2.5 3.0 3.5

1

2

3

4

χ (arbitrary unit)

U

tσ

χ (arbitrary unit)

U

tσ

� � � � � �
� � � ����

����
��

� � � � � � � �
� ���

���
���
�

2.0 2.5 3.0 3.5

2

4

6
� � �

� � � �
� �����

����

� � � �
� � � � �

����
���
���

2.0 2.5 3.0 3.5

2

4

6

8

U

tσ

WW

U

tσ

� � � � � � � � �
�����

���� � � �
�
�

�

�
�
����

������

2.0 2.5 3.0 3.5

2
4
6
8
10
12
14

� � � � � � �
� � ��

���������
�
�
�
�
� �

� � �
��
�������

2.0 2.5 3.0 3.5

2
4
6
8
10
12

FIG. 3. (Color online) The specific heat, magnetic susceptibil-
ity and Wilson ratio obtained from the slave-rotor mean-field
theory with the Hubbard-U in the charge sector only. In the
left (right) three plots, we have λ = 0.8tσ (λ = tσ). In all the
plots, the red circular (blue squared) dots are the data points
with D = 0 (D = 0.2tσ). Dashed curves connecting the dots
are the guides to the eye. The arrows indicate the locations of
the metal-insulator transition. The results are obtained for a
finite size system with 40×40×40 unit cells at T = 0.0005tσ.

IV. INCLUSION OF SPIN-ORBITAL
EXCHANGE AND LARGE WILSON RATIO

We now consider the on-site spin-orbital interactions.
We follow Ref. 14 and include the on-site exchange in-
teraction Hex in the spinon mean-field Hamiltonian Hf .
We analyze its effect by a weak coupling analysis as the
Hubbard-U of the charge sector is supposed to be a much
bigger and dominant interaction. The spinon mean-field
Hamiltonian with this additional interaction H̃f is then

given by H̃f = Hf+Hex withHex written in terms of the
spinon operators. Since the ground state does not have a
magnetic order in the slave-rotor mean-field theory, the
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inclusion of the spin-orbital exchange interaction in the
spinon Hamiltonian does not modify the mean-field phase
diagram in the weak coupling approach. Moreover, the
density of state on the Fermi surface is not modified by
the inclusion of the spin-orbital interaction, so the heat
capacity stays the same as the case without this interac-
tion.
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FIG. 4. (Color online) Magnetic susceptibilities and Wilson
ratios for λ = tσ, D = 0, when the spin-orbital exchange in-
teraction is taken into account . In both plots, from the top to
bottom, J = 0.3tσ, 0.2tσ, 0.1tσ, 0. Dashed curves connecting
the dots are the guides to the eye. The arrows indicate the
locations of the metal-insulator transition. The results are
obtained for a finite size system with 40 × 40 × 40 unit cells
at T = 0.0005tσ.

We note that the magnetic susceptibility can be
strongly enhanced by this on-site spin-orbital exchange
interaction. Because the spin-rotational symmetry is ex-
plicitly broken by the SOC and the orbital angular mo-
mentum also contributes to the magnetization, the mag-
netic susceptibility is not just determined by the density
of state at the Fermi level but is sensitive to the nature
of the whole many-body state. This is quite different
from a normal Fermi liquid with the spin-rotational in-
variance. The on-site spin-orbital exchange interaction
encourages the electrons to occupy different orbitals and
thus increases the orbital angular momentum. On the
other hand, putting the electrons into a single orbital
state tends to quench the orbital angular momentum.
The orbital angular momentum further couples to the
spin degrees of freedom via the SOC. The presence of
the spin-orbital exchange interaction, therefore, strongly
modifies the response of the system to external magnetic
fields.

The resulting magnetic susceptibilities and Wilson ra-
tios for different strengths of the spin-orbital exchange
interaction are plotted in Fig. 4. The magnetic suscep-
tibility is only slightly enhanced by the spin-orbital ex-
change interaction in the metallic side, while it is strongly
enhanced in the QSL side. Here two relevant energy
scales are the electron bandwidth and the spin-orbital ex-
change interaction. In the metallic phase, the bandwidth
is rather big and a weak spin-orbital exchange interaction
does not cause much change. In the QSL phase, however,
the renormalized bandwidth is suppressed by the correla-
tion effect (Hubbard-U) and the SOC, which effectively
enhances the on-site spin-orbital exchange interaction.
The enhanced on-site spin-orbital exchange interaction,
together with the SOC, leads to the large enhancement

of the magnetic susceptibility and Wilson ratio.

V. SUMMARY AND DISCUSSION

In this work, we provide an explanation of the unusu-
ally large Wilson ratio observed in Na4Ir3O8 , a candidate
material for a three-dimensional quantum spin liquid.2

We study the behaviors of the magnetic susceptibility
and heat capacity across the transition from the metal-
lic state to a U(1) quantum spin liquid with Fermi sur-
faces using an extended Hubbard model that includes
the spin-orbit coupling and multi-orbital interactions. It
is shown that the combination of the strong spin-orbit
coupling and spin-orbital interactions leads to much en-
hanced magnetic susceptibility in the underlying U(1)
spin liquid compared to the metallic phase, where the ef-
fect of the multi-orbital interactions is much weaker. On
the other hand, the heat capacity does not acquire such
enhancements in the spin liquid phase and is basically
the same as that of the metallic phase. This leads to the
anomalously large Wilson ratio in the spin liquid phase.

Our results immediately suggest that the Wilson ratio
in the metallic phase, that may be obtained by reducing
the correlation effect, should be much smaller compared
to the spin liquid phase even though it is generally bigger
than unity because of the spin-orbit coupling. As men-
tioned in the main text, a recent experiment on single
crystals of Na4Ir3O8 obtained both metallic and insu-
lating samples.3 While the origin of such behaviors is
not clear at the moment, thermodynamic properties of
the metallic samples are consistent with our predictions.
Namely, the magnetic susceptibility is much bigger in the
insulating samples while the heat capacity seems to be
more or less the same in both of the metallic and insulat-
ing samples. A cleaner experiment would be to drive the
transition from the insulating quantum spin liquid phase
to a metallic phase by applying a hydrostatic pressure
and measure the change in the magnetic susceptibility
and heat capacity.

The direct measurement of the spinon excitations in
the spin liquid phase may be done by measuring the
spinon particle-hole continuum in the inelastic spin struc-
ture factor. While the neutron scattering on these sam-
ples is challenging, the resonant inelastic X-ray scattering
(RIXS) may be able to observe such excitations.19 Po-
larized neutron scattering may also provide information
about gauge field fluctuations.20 Thermal conductivity
measurement may also provide an indirect evidence for
the spinon Fermi surface21 albeit it may be small be-
cause of the very small semi-metallic density of states at
the Fermi level in Na4Ir3O8 , as seen in the small heat
capacity coefficient γ = Cv/T .
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