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An extended Hubbard model on a honeycomb lattice with two orbitals per site at charge neutrality is
investigated with unbiased large-scale quantum Monte Carlo simulations. The Fermi velocity of the Dirac
fermions is renormalized as the cluster charge interaction increases, until a mass term emerges and a
quantum phase transition from Dirac semimetal to valence bond solid (VBS) insulator is established. The
quantum critical point is discovered to belong to the 3DN ¼ 4Gross-Neveu chiral XY universality with the
critical exponents obtained at high precision. Further enhancement of the interaction drives the system into
two different VBS phases, the properties and transition between them are also revealed. Since the model is
related to magic-angle twisted bilayer graphene, our results may have relevance towards the symmetry
breaking order at the charge neutrality point of the material, and associate the wide range of universal
strange metal behavior around it with quantum critical fluctuations.
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Introduction.—Twisted bilayer graphene (TBG) forms
moiré patterns in real space with the size of the moiré unit
cell tuned by the twisting angle. The Fermi velocity of the
Dirac fermions of monolayer graphene is renormalized
in TBG. At some magic angle, the Fermi velocity vanishes
[1–6], such that flat bands are formed and the system
consequently become susceptible towards many instabi-
lities. In 2018, the gate tunable magic-angle TBG was
realized in the laboratory [7,8], and interesting phenomena
encompassing the correlated insulating phase [7], uncon-
ventional superconductivity [8,9] and strange metal
behavior [10] were quickly discovered. Those results hint
that, unlike its monolayer cousin, the gate tunable magic-
angle TBG is a strongly correlated system in nature and
shares many common features of the phase diagram of
doped cuprates; consequently, this has spurred the interest
of theoretical and experimental communities on moiré
physics [9–40].
Compared with cuprates, magic-angle TBG also

acquires unique properties and two of them are related
with the modeling of the material. First, although there are
huge numbers of electrons in one unit cell which fill
thousands of energy bands, various band calculations show
that there exists an isolated band branch with four bands

around the charge neutrality point [1–5,23,27]. The four
bands are made up of the spin and valley degrees of
freedom of untwisted graphene. Second, the charge center
forms a triangular lattice, but symmetry obstacles force one
to define the effective model on a honeycomb lattice if the
different band degeneracy at Γ and K of the BZ are to be
respected [13,14]. Meanwhile, there are also obstacles from
deriving a single valley tight-binding model due to chirality
or mirror symmetry [26]. Putting all these factors together,
a two orbital (counts the two valleys of the untwisted
graphene) spinful lattice model on a honeycomb lattice
with cluster charge interaction (considering the charge
center form triangle lattice) is a good starting point to
describe the system [14,21,23,41].
But such a model is still a strongly correlated one

and cannot be solved analytically. In light of the situa-
tion, we performed unbiased sign-problem-free quantum
Monte Carlo (QMC) simulation to investigate such a
system at charge neutrality and map out its precise phase
diagram. By gradually increasing the interaction strength,
the phase diagram exhibits—in a consecutive manner—
a Dirac semi-metal (DSM), a plaquette valence bond
solid (pVBS), and a columnar valence bond solid
(cVBS) phase at weak, intermediate, and strong interaction
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regions. The quantum phase transitions between these
phases are revealed with scrutiny and we found the
DSM-pVBS transition is continuous, belonging to
the 3D N ¼ 4 Gross-Neveu chiral XY universality class;
the pVBS-cVBS transition on the other hand is first order
but bestowed with a sign change in the mass term of a
fermion bilinear, and implies that a quantum pseudospin
Hall effect can be generated between the zigzag domains of
those two insulators. The experimental relevance of our
discoveries in quantum criticality and phase transitions
towards on-going investigations of TBGs is also discussed.
Model and method.—We study an extended Hubbard

model with two orbitals of spinful fermions on a honeycomb
lattice. Themodel contains two parts,H ¼ H0 þHU, where

H0 ¼ −t
X

hijilσ
ðc†ilσcjlσ þH:c:Þ− t2

X

hiji0lσ
ði2l−1c†ilσcjlσ þH:c:Þ

ð1Þ

is the tight-binding part introduced in Ref. [23] and serves as
aminimalmodel to describe the low energy band structure of
magic-angle TBGwith Dirac points at charge neutrality and
band splitting along the Γ-M direction. Here c†ilσ (cilσ) is the
creation (annihilation) operator of the electron at site i,
orbital l ¼ 1, 2 with spin σ ¼ ↑;↓. Throughout this Letter,
we take the nearest neighbor hopping t as the energy unit.
The fifth neighbor hopping (it2 for l ¼ 1 and−it2 for l ¼ 2)
is purely imaginary and breaks orbital degeneracy along the
Γ −M direction. As t2=t is small in thematerial, we focus on
the range of t2=t < 0.6.
For the Coulomb interaction term HU, as the Wannier

orbitals are quite extended in TBG, onsite, first, second and
third neighbor repulsions are all important [14,23,41]. To
capture such nonlocal interactions, a cluster charge
Hubbard term which maintains the average filling of each
elemental hexagon on the honeycomb lattice to be 4 is the
genuine choice; therefore we write down

HU ¼ U
X

⬡

ðQ⬡ − 4Þ2; ð2Þ

where the cluster charge Q⬡ ≡P
i∈⬡ðni=3Þ with ni ¼P

lσ c
†
ilσcilσ summing over all the six sites of the elemental

hexagon. If we expand Eq. (2), the onsite, first, second, and
third neighbor interaction strengths are 2

3
U, 4

9
U, 2

9
U, and

2
9
U, with ratio 3∶2∶1∶1. As a different range of interactions

favors different kinds of order, it may require a larger
interaction to open a fermion gap compared to a local
Hubbard model.
At any finite U=t, the model H ¼ H0 þHU is non-

perturbative in nature, but we found it actually immune
from the sign problem due to an antiunitary symmetry [42]
at the charge neutrality point, and it is readily exposed to
large-scale projection QMC (PQMC) simulations [43–45].
PQMC simulations seek out the ground state phase

diagram, correlation functions (to determine the pattern
of symmetry breaking), and dynamical information (single-
particle and collective excitation gaps above the ground
state), and has been employed in several of our previous
studies [21,46–48]. The symmetry analysis and numeric
implementation of PQMC simulations are discussed in the
Supplemental Material [49]; we only mention here that the
projection length is set to Θ ¼ 2L and the simulations are
performed with linear system size up to L ¼ 24, which
amounts to Ne ¼ 4 × L2 ¼ 2304 interacting electrons on
the TBG model.
Phase diagram and quantum criticality.—Our phase

diagram, expanded by axes U=t and t2=t, is shown in
Fig. 1, the DSM, pVBS, and cVBS phases are in place. The
two VBSs are gapped insulators. In the following parts,
t2=t ¼ 0 if it is not specified. It is interesting to notice that
different from the local Hubbard model [46,50], t − J [51]
and the extended cluster charge models with single orbital
[21] on honeycomb lattice, the AB sublattice antiferro-
magnetic insulating phase is suppressed in our phase
diagram even at very large U=t, which may be understood
by a perturbation theory in the large U=t limit [52], but the
existence of two VBS phases in such a simple model is
unexpected and has not been found in a local Hubbard
model before.
To study the DSM-pVBS transition, we measure the

bond-bond structure factor,

CBðkÞ ¼
1

L4

X

i;j

eik·ðri−rjÞhBi;δBj;δi; ð3Þ
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FIG. 1. Ground state phase diagram. As a function of U=t, the
DSM, pVBS, and cVBS phases reveal themselves. The fifth
neighbor hopping strength t2 is marked as an orange line in the
inset. Inside DSM, the t2=t ratio modifies the band degeneracy and
Fermi surface topology, and the black dashed line signifies the
corresponding band structure crossover, where excitons formed
between orbitals might condense. The different patterns of the
valence bonds are shown in the insets. TheDSM-pVBS transition is
continuous and shown to belong to the 3DN ¼ 4 chiralXY Gross-
Neveu universality. The pVBS-cVBS transition is first order, but
could carry topological edge states in terms of the quantum
pseudospin Hall effect in the pVBS-cVBS zigzag domain wall.
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where bond operator Bi;δ ¼
P

l;αðc†i;l;αciþδ;l;α þ H:c:Þ with
δ standing for one of the three nearest-neighbor bond
directions (ê1, ê2 and ê3) and ê1 is chosen in the calcu-
lation. Results show that CBðkÞ is peaked at momenta
K andK0 ½�ð4π=3 ffiffiffi

3
p

a0Þ; 0� of the BZ suggesting the VBS
patterns shown in the inset of Fig. 1.
To locate the DSM-pVBS transition point, we plot the

correlation ratio RBðU;LÞ ¼ 1 − f½CBðKþ δqÞ�=CBðKÞg
for different U and system size L with jδqj ∼ ð1=LÞ. This
quantity approaches to one (zero) in an ordered (disor-
dered) phase, and implies a crossing for different L at a
critical point [53] as shown in Fig. 2(a), where one reads
Uc=t ¼ 25.1ð2Þ. We further collapse the bond-bond struc-
ture factor with scaling relation CBðK; U; LÞ ¼
L−ð1þηÞfðL1=νðU − UcÞ=UcÞ (dynamical exponent z is
set to 1 due to Lorentz symmetry of massless Dirac
fermions), as shown in Fig. 2(b). and we obtain the critical
exponents η ¼ 0.80ð2Þ and ν ¼ 1.01ð3Þ. Since our Dirac
fermions acquire 4 degrees of freedom per site and the
pVBS phase contains an emergent Uð1Þ symmetry close to
the DSM-pVBS transition as shown in Refs. [21,52], we
identify this transition in the 3D N ¼ 4 Gross-Nevue chiral
XY universality class [52,54–64]. The critical exponents
obtained here [η ¼ 0.80ð2Þ; ν ¼ 1.01ð3Þ] are comparable
with those calculated theoretically or numerically in the
literature, as shown in Table I of the Supplemental
Material [49].
Gapped phases: cVBS and pVBS.—The DSM is known

to possess robust massless linear dispersion at weak
interaction (U < Uc) [21,50,52,65–68] and the Dirac
fermion will be gapped out in the pVBS insulator. To
monitor the opening of the single-particle gap across the
DSM-pVBS transition, we measure the dynamical single-
particle Green’s function and follow its decay in imaginary
time Gðk; τÞ ∝ e−ΔspðkÞτ at momentum K for increasing
system size L and imaginary time displacement τ, with
Gðk;τÞ¼ð1=4L2ÞPi;j;l;σe

ik·ðri−rjÞhci;l;σðτ=2Þc†j;l;σ½−ðτ=2Þ�i.
The obtained Δsp for different interaction U and L are

shown in Fig. 3(a). It is clear that when U < Uc,
Δsp → 0 and when U > Uc, Δsp goes to a finite value,
which validate the picture that the DSM-pVBS transition is
accompanied by the opening of the single-particle gap.
The VBS phase is related with the formation of a spin

singlet, either within the hexagon plaquette (pVBS) or along
the nearest-neighbor bond (cVBS), and to see that one can
examine the spin excitation gap, obtained from the imagi-
nary time decay of dynamical spin-spin correlation function
CSðq; τÞ ¼ ð1=NÞ Pi;j e

iq·ðri−rjÞhSiðτ=2ÞSj½−ðτ=2Þ�i as

CSðK; τÞ ∝ e−ΔspinðKÞτ. The spin operator is defined as Si ¼
1
2

P
l;α;β c

†
i;l;αðσÞα;βci;l;β for the t2=t ≠ 0 case with σ ¼

ðσ1; σ2; σ3Þ, and ðSiÞνμ ¼ c†i;μci;ν − ðδμν=4Þ
P

4
ρ¼1 c

†
i;ρci;ρ

for the t2=t ¼ 0 case where μ, ν, and ρ denote a combination
of indexes of spin and orbital as components of the SU(4)
generator. Similar to the case of the single-particle gap, after
extrapolation of ΔspinðKÞ (Δspin is the smallest and degen-
erate at momentaK,K0 and Γ) for various L andU, one can
see from Fig. 3(b) that the spin gap is also zero when
U < Uc in the DSM phase and becomes finite when
U > Uc as the system enters the pVBS phase.
Further increasing U=t from the pVBS phase, a kinetic

energy jump atU=t ≈ 46 is observed, as shown in Fig. 4(a).
At the same time, the VBS correlation CBðKÞ also acquires
a jump at the same U as shown in Fig. 4(b). These results
point out that, besidesUc=t ¼ 25.1ð2Þ, there is another first
order phase transition at UVBS=t ≈ 46 between two differ-
ent VBS phases. There are three nonequivalent VBS
configurations, but only two of them, the pVBS and
cVBS as depicted in the inset of Fig. 1, can perturbatively
open the single-particle gap to VBS phases. And the jumps
observed in Figs. 4(a) and 4(b) might be the transition
between these two VBS phases.
To verify this idea, we follow Refs. [51,52] and make use

of the nearest-neighboring bonds Bi;δ originated from
sublattice A to construct complex order parameters DK¼
ð1=L2ÞPiðBi;ê1þωBi;ê2þω2Bi;ê3ÞeiK·ri with ω ¼ eið2π=3Þ.
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FIG. 2. (a) The bond-bond correlation ratio RB and (b) data
collapse analysis of the structure factor CBðKÞ at t2=t ¼ 0 as a
function of U=t with L ¼ 12; 15;…; 24. The crossing of RB in
(a) gives the DSM-pVBS critical point Uc=t ¼ 25.1ð2Þ. The data
collapse in (b) gives the 3D N ¼ 4 Gross-Neveu chiral XY
exponents η ¼ 0.80ð2Þ, ν ¼ 1.01ð3Þ.
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FIG. 3. (a) The 1=L extrapolation of the single-particle gap
ΔspðKÞ, the gap opens between U=t ¼ 22 and U=t ¼ 28,
consistent with the Uc=t obtained from the bond correlation
ratio in Fig. 2(a). (b) The 1=L extrapolation of spin gap ΔspinðKÞ,
the spin gap opens hand in hand with the single-particle gap as the
establishment of pVBS order.
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The Monte Carlo histogram ofDK can reveal the difference
between the two VBS phases, as shown in Fig. 4(c).
The angular distribution of pVBS will peak at
argðDKÞ ¼ ðπ=3Þ; π; ð5π=3Þ, whereas that of cVBS will
peak at argðDKÞ ¼ 0; ð2π=3Þ; ð4π=3Þ. Figures 4(d), 4(e),
and 4(f) show the corresponding histograms at three
representative interaction strengths U ¼ 44t < UVBS, U ¼
46t ≈ UVBS,U ¼ 48t > UVBS. It is clear that Figs. 4(d) and
4(f) are inside pVBS and cVBS, respectively, Fig. 4(e), on
the other hand, depicts the distribution of both characters, a
typical example of the coexistence at the first order
transition point. In this way, the two VBS phases and
their first order transition are clearly established. A similar
scenario, between two Kekulé patterned superconducting
states, in the context of attractive interaction on honeycomb
lattice has been discussed in Ref. [69].

Pseudo spin Hall effect in zigzag domain of pVBS and
cVBS.—Our model provides the unique opportunity that
pVBS and cVBS all appear in the phase diagram due to
spontaneous Dirac mass generation, and one can reveal
their connection with the following analysis. In the VBS
phase we consider a mean field description with bond
charge order, and suppress the spin and orbital degrees of
freedom for the moment. Then the static VBS order
becomes a modulation in the nearest neighbor hopping.
As shown in the inset of Fig. 1, there are two kinds of bonds
and the hopping magnitude is defined as ð1þ δÞt and
ð1 − δÞt. From a tight binding Hamiltonian with such bond
modulation, a 4 × 4 k · p Hamiltonian at the Γ point can be
derived,

HeffðkÞ ¼ −tðk̃ · s̃τ2 þms0τ3Þ; ð4Þ

where momentum k̃≡ ½ð3=2Þky; ð
ffiffiffi
3

p
=2Þikx;

ffiffiffi
3

p
kx�, the

vector s̃ ¼ ðs1; s2; s3Þ and mass term m ¼ 2δ. Here si

and τi are Pauli matrices in two different spaces. From the
k · p Hamiltonian, it is clear that the bond modulation plays
the role of a mass term, and there is a sign change in it
across the pVBS-cVBS transition.
The sign change in the mass term motivates us to study

the domain walls between the pVBS and cVBS phases.
Both VBS phases coexist at the first order transition point
and may go through a gap close to the domain wall.
Interestingly, the calculation of the spectrum of the pVBS
and cVBS zigzag domain wall on a torus shows that there
exist robust helical edge states as depicted in Fig. 5. Such
edge states are protected by the combined symmetry of the

(a) (b)

FIG. 5. (a) Spectrum of the zigzag domain wall of pVBS and
cVBS. The red line denotes the helical edge states. In the
calculation, both the width of pVBS and cVBS strips are set
to 24 times the honeycomb unit cell. (b) The zigzag domain wall
of pVBS and cVBS with the bottom part the pVBS phase and top
part the cVBS phase. The hopping strength is −1.1t for strong
bonds and −0.9t for weak bonds. The pVBS and cVBS are
connected by vertical bonds with hopping strength −t. The
domain wall has periodic boundary condition along the x
direction, and is put on a torus (the upper boundary and lower
boundary are also connected by vertical bonds with hopping
strength −t). The shaded region denotes the super unit cell of the
domain wall.
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VBS phases. (c) Angular dependence of the complex order
parameter DK. Black dots represent ideal pVBS order,
and red dots represent ideal cVBS order. (d)–(e) Histogram of
DK at different interaction strengths U < UVBS, U ≈ UVBS,
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sublattice (chiral) and mirror [along a bond with the mirror
plane denoted by the blue dashed line in Fig. 5(b)] and can
be interpreted as the edge states of the quantum pseudospin
Hall effect [70–72].
Experimental relevance.—Recent STM experiments

[73,74] find significant gap opening near charge neutrality
point (CNP) indicating symmetry breaking order. The
insulating phase at CNP is also found in many other
experiments [9,10,40]. The spontaneous symmetry break-
ing VBS phases found in our simulations hence provide
good candidates, and a Fourier transform of the large-area
STM topograph may detect additional features at the
wavelength of VBS [75]. Although an exact estimation
of cluster charge interactionU=t is not easy, our results hint
at the possibility that magic-angle TBG is close to a QCP
where the Dirac mass is spontaneously generated and opens
the charge neutrality gap. Other exciting observations show
a wide range of strange metal behavior, whose existence
seems robust against experimental details [10]. Such
universal transport behavior is the hallmark of quantum
critical phenomena, possibly originated from the 3D Gross-
Neveu chiral XY transition between DSM and pVBS
discovered here. Moreover, the strange metal behavior is
pronounced near �1=4 filling, and not well established
near the charge neutrality point; this is consistent with the
picture that the charge neutrality point is gapped but close
to the QCP—when gated, the quantum critical fluctuation
kicks in and generates strange metal behavior. A final
remark is that the model we studied assumed well-defined
valley degrees of freedom (in terms of two orbitals).
Actually, if the valleys’ coupling is considered in TBG,
it will give a single orbital model [14]. The interesting
thing is that we still find a QCP at moderate interaction
strength in the single orbital model that may be related to
the intriguing physics near �1=4 filling of magic-angle
TBG [21].
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