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Distributed Coordinated Reactive Power Control for
Voltage Regulation in Distribution Networks
Zhiyuan Tang, Member, IEEE, David J. Hill, Life Fellow, IEEE, and Tao Liu, Member, IEEE

Abstract—In this paper, a novel distributed coordinated control
framework is proposed to handle the uncertain voltage violations
in active distribution networks. It addresses the problem of
coordination of different types of devices in a distributed manner.
In our control design, on-load tap changers (OLTCs) are firstly
employed to handle the potential voltage violations based on
the prediction of renewable outputs and load variations. During
real-time operation, once an unmanageable voltage violation
is detected, the reactive power of distributed energy resources
(DERs) will be coordinated immediately to provide fast corrective
control. The control schedules of OLTCs are calculated by
solving a multitime-step constrained optimization problem via the
alternating direction method of multipliers, whereas the reactive
power injections of DERs are determined by a novel online
distributed algorithm. The effectiveness of the proposed control
framework is verified on the modified IEEE 34-bus and 123-bus
test feeders.

Index Terms—Voltage control, distributed control, reactive
power control, distribution network, on-load tap changer.

NOMENCLATURE

∆ Diagonal weight matrix for slack vector δ
λmax Auxiliary Lagrangian multipliers associated with λ
λmin Auxiliary Lagrangian multipliers associated with λ
µmax Auxiliary Lagrangian multipliers associated with µ
µmin Auxiliary Lagrangian multipliers associated with µ
Φ Diagonal weight matrix for slack vector ϕ
Υ Diagonal weight matrix for slack vector ε
ε, δ Vectors of slack variables with non-negative entries

in the first stage
ϕ, ξ Vectors of slack variables with non-negative entries

in the second stage
Ξ Diagonal weight matrix for slack vector ξ
C Diagonal matrix with non-negative coefficients for

regulating OLTCs
D Weight matrix for regulating reactive power of

DERs
nmax Upper tap ratio limits of OLTCs
nmin Lower tap ratio limits of OLTCs
pi Vector of active power injections in CAi
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qg Vector of reactive power generated by DERs
qi Vector of reactive power injections in CAi
Ri, Xi System matrices of CAi
v Set of network bus voltages
vmax Upper voltage limits on network buses
vmin Lower voltage limits on network buses
vi Vector of bus voltages in CAi
∆vtii Auxiliary variable assigned to CAi in ADMM to

enforce boundary condition
∆vtii+1

Auxiliary variable assigned to CAi in ADMM to
enforce boundary condition

γ Step size
λii, λ

i
i+1 Dual variables related to boundary conditions in

CAi
E Set of line segments
Ei Set of line segments in CAi
N Set of network buses
Nb Set of load buses
Nf Set of buses incident to the primary-side of OLTCs
Ni Set of buses in CAi
N d
j Set of descendant buses of bus j
Ns Set of buses incident to the secondary-side of

OLTCs
Nt Set of virtual secondary-side bus of OLTCs
λ, λ Lagrangian multipliers related to voltage inequalities
µ, µ Lagrangian multipliers related to power inequalities
qg Upper limits for reactive power of DERs
ρ Parameter in regularized function
qg Lower limits for reactive power of DERs
ci Non-negative coefficient for regulating tap ratio of

the ith OLTC
k Time instant
N Number of load buses
Nc Control horizon
ni Tap ratio of the ith OLTC
nmaxi Upper tap ratio limit of the ith OLTC
nmini Lower tap ratio limit of the ith OLTC
Np Prediction horizon
Nt Number of OLTCs
pj Net active power injection at bus j
Pij Active power from bus i to bus j
qj Net reactive power injection at bus j
qgj Reactive power generated by DER at bus j
qlj Load reactive power consumption at bus j
Qij Reactive power from bus i to bus j
rij Resistance of line segment (i, j)
sεj , sδj Slack variables associated with bus j in the first
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stage
sϕj , sξj Slack variables associated with bus j in the second

stage
vj Voltage magnitude at bus j
vmaxj Upper voltage limit of bus j
vminj Lower voltage limit of bus j
vS Voltage at substation
xij Reactance of line segment (i, j)

I. INTRODUCTION

Driven by the environmental concerns, modern power dis-
tribution networks have been integrating more and more dis-
tributed renewable energy sources, such as photovoltaic (PV)
panels. However, due to the high R/X ratio of distribution
lines, the high variability of renewables’ power generation
and abrupt load change due to electric vehicle charging can
result in fast voltage fluctuations which may further lead to
unexpected voltage violations (over/under voltages). These
voltage issues cannot be fully handled by the slow control
actions of traditional voltage regulators such as on-load tap
changers (OLTCs) and switched capacitors [1]–[4].

In order to solve these voltage issues, distributed energy
resources (DERs) have been designed to provide fast and
flexible reactive power support [5], [6]. In order to coordinate
numerous DERs in a distribution network, different control
methods have been proposed for voltage regulation. According
to the control architecture, these methods can be categorized
as: decentralized, centralized, and distributed methods.

The simplest approach which is also the mostly widely
used one is decentralized control. This decentralized method
designs voltage control strategies only relying on local voltage
information (e.g., [1], [2], [7]–[9]). However, it fails to achieve
an optimal control due to the lack of information exchange,
and in particular, the control performance degrades when
the control limits of DERs are reached [2], [8]. Another
approach is centralized control which formulates the voltage
control problem as an optimal reactive power flow one, and is
solved by using the full system information available (e.g., [3],
[4], [10]). However, the centralized approach fails to account
for the limited and low-quality communication infrastructure
currently employed in distribution networks [5], and lacks
scalability to incorporate the increasing number of DERs in
active distribution networks.

To strike a balance between decentralized and centralized
control, distributed voltage control strategies have been pro-
posed by leveraging information exchange among neighboring
nodes (see [6], [11], [12] for examples). However, all these
works describe offline algorithms where each control device
has to wait for the updated control signal until the iteration of
the algorithm converges to obtain a solution for the next step.
This may not adapt to fast time-varying operating conditions
caused by variable renewable power. To solve this issue, online
algorithms need to be developed where the control signal of
each device is adjusted by the algorithm at each iteration based
on the measured data [5]. Although there are a few distributed
online algorithms proposed for voltage regulation (e.g., [5],
[13]), they only utilize the DERs as the voltage regulators

and do not consider the coordination of DERs with traditional
voltage regulators such as OLTCs. It is shown in [11] that an
optimal control scheme of DERs may have negative impacts on
the existing OLTCs. Thus, the coordination between different
types of devices is required. A two-level control architecture
has been proposed in [14] to coordinate different types of
devices for voltage regulation of sub-transmission networks,
but it cannot be used here because the time required to solve
its control problem may not be consistent with the fast time-
varying operation conditions in distribution networks.

To address these issues, in this paper, we develop a novel
distributed coordinated voltage control framework to handle
the unexpected voltage violations in active distribution net-
works. The proposed control framework coordinates OLTCs
on slow-timescale (first stage) and reactive power of DERs
on fast-timescale (second stage), both in distributed manners.
These two stages are designed in a complementary way to
incorporate OLTCs and DERs. Particularly, in the first stage,
based on predictions of load variations and renewable out-
puts, OLTCs are coordinated through a distributed multitime-
step control (DMC) framework to handle potential voltage
violations. However, due to the prediction error and control
inaccuracy of OLTCs, the voltage violations may not be fully
mitigated. In this case, a novel online distributed algorithm is
proposed to coordinate the reactive powers of DERs to bring
the violated voltages within their allowable ranges quickly,
which forms the second stage. The main contributions of this
paper are listed below:

1) Based on different control characteristics, the proposed
control framework can coordinate both the discrete slow
voltage controllers (i.e., OLTCs) and the continuous
fast voltage controllers (i.e., DERs) in a complementary
manner via a hierarchical structure. In particular, the first
stage acts as a preventive primary controller to handle
the potential voltage violations in advance, whereas
the second stage acts as a corrective supplementary
controller to support voltage control in the first stage.

2) In the first stage, in order to effectively calculate the
control schedules of OLTCs in a distributed manner,
we firstly convert the original mixed-integer nonlinear
problem (MINLP) to a convex one by using linear-
ized DistFlow equations, relaxing discrete decision vari-
ables to continous ones, and approximating non-convex
voltage relationship of OLTC with a convex one. Then,
based on the alternating direction method of multipliers
(ADMM) algorithm, a distributed algorithm is proposed
to solve the relaxed problem by partitioning the whole
distribution network into several control areas where two
neighboring control areas are interconnected through an
OLTC.

3) In the second stage, by adopting dual decomposition
and accelerated gradient projected techniques, a fast
online distributed algorithm is proposed for DERs,
which considers the most up-to-date system conditions
by incorporating voltage measurements at each iteration.

Although there are several centralized approaches proposed
in [3], [4], [15], [16] to coordinate both OLTCs and DERs
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for voltage regulation in distribution networks, compared with
these works, our distributed approach has the following three
advantages. The first advantage is the improved applicability.
The methods proposed in [3], [4], [15], [16] are only suitable
for the case where there is one OLTC located at a substation in
the network, whereas our approach can handle the case where
there are several OLTCs dispersed at different locations. The
second advantage comes from the improved control accuracy.
In control schemes proposed in [3], [4], [15], [16], for the
convenience of algorithm development, approximate system
models are employed, e.g., static voltage sensitivities in [3], [4]
and linearized DistFlow model in [15]. However, the control
inaccuracy introduced by these approximations are not handled
in these works. While in our approach, although approximate
models are employed for algorithm design in the first stage,
an online control algorithm is designed in the second stage
to correct these errors. The advantage of this is demonstrated
through comparison with a centralized approach in Scenario 2
of Section IV. The third advantage is the improved reliability.
On the one hand, for the centralized approaches in [3], [4],
[15], [16], each controller needs to communicate with the
the centralized control center (CCC). If the system is large,
long-distance communication is unavoidable. While in our
approach, this issue can be avoided since each controller only
needs to communicate with its local control center (LCC)
(first stage) or its neighboring buses (second stage). On the
other hand, for a centralized approach, if a communication
failure occurs between a controller and CCC, the whole control
scheme fails to work. While in our approach, owing to the
distributed and hierarchical design, 1) in the first stage, even
if the control scheme of a local control area fails due to
communication failures, the remaining local control areas can
still work based on local measurements, and 2) even if the
whole first control stage fails to work, the second stage can
still handle the remaining voltage problems.

The rest of the paper is organized as follows. Section II
introduces the distribution network model to be studied. The
proposed distributed control framework is explicitly presented
in Section III. Various case studies based on modified IEEE
34-bus and 123-bus test feeders are given in Section IV.
Conclusions are presented in Section V.

II. NETWORK DESCRIPTION

In this section, we introduce the distribution network model
that will be employed to develop the proposed coordinated
voltage control framework.

Consider a connected radial distribution network with Nb
load buses and Nt OLTCs. The substation is modeled as an
infinite bus with its voltage magnitude fixed and equal to 1,
i.e., vS = 1 p.u.. A radial feeder illustration is shown in Fig.
1 and a typical example is given in Fig. 5.

For the ith OLTC located on the distribution line segment
(si, fi) shown in Fig. 1, its standard (conventional) model is
given in Fig. 2(a). This model has been widely employed in
the literature for voltage control scheme design (see [17]–[19]
for examples). To better formulate the branch flow later, we
assume that the secondary side of OLTC si is the closest side

Figure 1: A radial feeder illustration

to the feeder head. The OLTC model is represented by an
impedance zti = rti + jxti with an ideal transformer directly
connected to the primary-side bus fi and introduced virtual
secondary-side bus ti such that vfi = nivti [17], [18], where
the resistance, i.e. the core loss rti is typically ignored in
distribution systems [19]. The tap ratio ni is a discrete variable
and takes on 2m̃+ 1 possible values {ñ−m̃, . . . , ñ0, . . . , ñm̃}
that are uniformly distributed within the range [nmin, nmax]
with nmin = ñ−m̃ and nmax = ñm̃. For instance, with m̃ =
10 and [nmin, nmax] = [0.9, 1.1] p.u., the tap can move up and
down 10 positions from the nominal tap ratio ñ0 = 1 p.u. with
each step corresponding to 0.01 p.u.. Fig. 2(b) shows the π
equivalent model of the standard model in Fig. 2(a) where the
ideal transformer is removed. The relationship of parameters in
Fig. 2(a) and Fig. 2(b) is: zπi = nizti , yπ1i = (ni−1)/(nizti),
and yπ2i = (1− ni)/(n2i zti).

Figure 2: OLTC model. (a) Classical OLTC model. (b) Equi-
valent OLTC model

Let T = {1, . . . , Nt} be the set of OLTCs. The set of virtual
secondary-side buses introduced in the OLTC model shown in
Fig. 2(a) is defined as Nt = {t1, . . . , tNt

}. The set of buses
incident to the primary-side and secondary-side of a OLTC
are defined as Nf = {f1, . . . , fNt

} and Ns = {s1, . . . , sNt
},

respectively. The remaining system buses are represented as
the set Nb = {b0, b1, . . . , bNb

}. Then, the set of buses in the
augmented network created with the virtual buses is defined
as N = Nt ∪Nf ∪Ns ∪Nb with |N | = N = Nb + 3Nt + 1
and the line segment set is defined as E := {(i, j)} ⊆ N ×N
with |E| = Nb + 3Nt. For each bus i, i ∈ Nb, we assume that
there is one DER with electronic interface (e.g. PV) that can
regulate its active and reactive power outputs respectively.

Considering the OLTC model in Fig. 2(a), based on the
type of branches, the power flow equations of the network are
formulated as follows:

1) Branch with an ideal transformer: The power trans-
ferred across the line segment (ti, fi), i ∈ T (i.e., ideal
transformer) in Fig. 1 remains the same but the tap ratio ni is
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captured by the voltage relationship, i.e.,

Ptifi = Pfibm , Qtifi = Qfibm , vfi = nivti . (1)

Here, bus bm is the descendant neighbor of bus fi.
2) Branch without an ideal transformer: The DistFlow

equations proposed in [20] are employed to model the power
flow for each branch (i, j) ∈ E , i ∈ N\Nt in Fig. 1 without
an ideal transformer:

Pij −
∑
k∈Nd

j

Pjk = −pj + rij
P 2
ij +Q2

ij

v2i
(2a)

Qij −
∑
k∈Nd

j

Qjk = −qj + xij
P 2
ij +Q2

ij

v2i
(2b)

v2i − v2j = 2(rijPij + xijQij)− (r2ij + x2ij)
P 2
ij +Q2

ij

v2i
. (2c)

where vj , pj , and qj denote the voltage magnitude, net active
and reactive power injection of bus j, respectively. Further,
note: 1) qj = qgj − qlj with qgj defines the reactive power
generated by DER of bus j and qlj defines the load reactive
power consumption at bus j; 2) Pij , Qij are the active
and reactive power from bus i to bus j, respectively; 3)
rij and xij are the resistance and reactance of line segment
(i, j), respectively; and 4) the nonlinear term (P 2

ij +Q2
ij)/v

2
i

represents the squared line current magnitude that is associated
with the loss term in (2a)-(2c). For convenience, we use set
N d
j to denote all bus j’s descendant neighbors.

III. PROPOSED CONTROL STRATEGY

In this section, an overview of the proposed control frame-
work is firstly given to show the main ideas. Then, the details
of each control stage will be presented.

A. Overview

Voltage violations (over/under voltages) are inevitably
caused by the time-varying generation of renewable power.
To effectively handle these voltage violations, in this work,
a coordinated voltage control framework is proposed by co-
ordinating both OLTCs and reactive power of DERs in a
distributed manner. The proposed control framework consists
of two stages that are designed in a complementary manner.
In the first stage, with the help of short-term predictions
of load profile and renewable generation, the OLTCs are
coordinated on a slow-timescale to handle the potential voltage
violations. However, due to the prediction error and control
inaccuracy of OLTCs, the voltage violations may not be fully
mitigated. Once an unmanageable voltage violation is detected,
the reactive power of DERs will be coordinated immediately to
bring the voltages back to their allowable limits, which forms
the second control stage.

B. The first stage
In this stage, a DMC framework is proposed to handle

the potential voltage violations for OLTCs using of model
predictive control (MPC). The principle of DMC is briefly
described as follows. At each time instant k, based on the
current voltage measurements, the explicit system model (1)
and (2) described in Section II, and the short-term predictions
of load profile and renewable generation, the future voltages
(from k to k+Np) with all allowable control sequences (from
k to k + Nc with Nc = Np) are predicted. According to the
predicted voltage behavior and a selected cost function, the
performance of each candidate control sequence is evaluated
by solving a multitime-step constrained optimization problem
in a distributed manner, and only the first element of the
optimal control sequence is implemented during the current
time interval. The whole process is repeated at the next time
instant k + 1. Here, the control process is different from
standard MPC because there is no differential equation in the
system model (1) and (2) and the control horizon Nc must
equal to the prediction horizon Np.

In the proposed DMC framework, the multitime-step con-
strained optimization problem used for evaluating candidate
control sequences of OLTCs is described as follows. It aims to
minimize the number of control actions of OLTCs while satis-
fying the system model introduced in Section II, control limits,
and voltage limits (to avoid voltage violations). The decision
variables are tap ratios of Nt OLTCs, i.e., n = [n1, . . . , nNt

]T .
Here, the superscript ‘T ’ denotes the transpose of a vector or
matrix. The control problem is formulated as:

min

Nc∑
j=0

1

2

(
||∆n(k + j)||2C + ||ε||2Υ + ||δ||2∆

)
(3a)

subject to
system equations (1) and (2) (3b)

nmin ≤ n(k+ j) + ∆n(k+ j) ≤ nmax, j = 0, . . . , Nc (3c)

−ε+ vmin ≤ v(k + j) ≤ vmax + δ, j = 0, 1, . . . , Np (3d)

where ||∆n||2C = ∆nTC∆n and the diagonal matrix
C = diag(c) with diagonal elements c = [c1, . . . , cNt ]

T

giving different weights to different OLTCs. The vector
v = [v1, . . . , vN ]T defines the set of all bus voltage mag-
nitudes. The vectors vmax = [vmax1 , . . . , vmaxN ]T and vmin =
[vmin1 , . . . , vminN ]T are the sets of upper and lower limits on
bus voltages. The vectors nmax = [nmax1 , . . . , nmaxNt

]T and
nmin = [nmin1 , . . . , nminNt

]T are the sets of upper and lower
limits on tap ratios. The vectors ε = [ε1, . . . , εN ]T and δ =
[δ1, . . . , δN ]T with non-negative entries are slack variables
introduced in (3d) to relax the hard voltage constraints to soft
ones. In this way, the problem (3) will be feasible even if
there is no sufficient control resources [3]. The slack variables
ε and δ are heavily penalized in the cost function by using
the diagonal weight matrices Υ = diag(sε) and ∆ = diag(sδ)
with large diagonal elements sε = [sε1, . . . , sεN ]T and sδ =
[sδ1, . . . , sδN ]T [3].

From (3), we can see that the control problem (3) is an
MINLP due to the presence of integer variable n and non-
convex nonlinear system equations (1) and (2), which cannot
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be solved easily in a distributed manner due to convergence
issues, computational complexity, and curse of dimensionality.
To handle this, we use the following:

1) relax the discrete variables ni, i ∈ T to continuous
variables that take values on the interval [nmini , nmaxi ].
Once the optimal ni is obtained, it will be rounded to
its closest discrete value.

2) partition the whole distribution network into Nt local
control areas CAi, i ∈ T , where the primary-side fi and
virtual secondary-side buses ti of each OLTC located at
a boundary between two local control areas (see Fig. 3
for illustration).

3) adopt the linearized DistFlow model in [2] to model the
power flow equations (2) for each local control area.

4) approximate the voltage change of primary-side bus of
each OLTC ∆vfi with ∆nivti +ni∆vti by ignoring the
non-convex term ∆ni∆vti .

By doing so, the original MINLP (3) can be cast as a quadratic
program (QP) that can be solved in a distributed manner. The
formulation is described below.

Firstly, based on the abovementioned network decompos-
ition method, we decompose the bus set N into Nt dis-
tinct local bus sets Ni = {bi0, bi1, . . . , biNi

}, i ∈ T with
|Ni| = Ni + 1 and

∑
i∈T |Ni| = |N |. We call the area that

contains the bus set Ni as the ith control area and denote it
as CAi. We also define the line segment set of CAi, i ∈ T
as Ei := {(i, j)} ⊆ Ni ×Ni. Fig. 3 shows the decomposition
method.

Figure 3: The decomposition procedure

On the basis of the above definitions, for each control
area CAi, i ∈ T , the primary-side bus of the ith OLTC
is regarded as a local feeder bus, and the remaining buses
in this area are regarded as the non-feeder buses. Then,
based on (2), the linearized DistFlow equations (4) can be
established by assuming that 1) the loss is negligible compared
to line flow, and 2) the voltage profile is relatively flat, i.e.,
v2j − v2k ≈ 2(vj − vk), (j, k) ∈ Ei [2], [9]:

vi = Ripi +Xiqi + vbi01Ni
(4)

where vbi0 = nivti with vti = vbi−1
Ni−1

, which describes
the voltage relationship of OLTC given in (1). The vectors
vi = [vbi1 , . . . , vbiNi

]T , pi = [pbi1 , . . . , pbiNi

]T , and qi =

[qbi1 , . . . , qbiNi

]T are the bus voltages, active power injections,
and reactive power injections, respectively. Vector 1Ni ∈ RNi

is the all-ones vector. The matrices Ri = Fidiag(ri)F
T
i and

Xi = Fidiag(xi)F
T
i with ri = [rbijk ] ∈ RNi , (j, k) ∈ Ei and

xi = [xbijk ] ∈ RNi , (j, k) ∈ Ei are the resistance and reactance

of line segment, respectively. The matrix Fi = −Z−1i where
Zi is the reduced branch-bus incidence matrix [9]. It is worth
mentioning that the accuracy of the linearized DistFlow model
(4) has been corroborated by recent works [9] and [12].

Then, based on (4), the bus voltage changes in the control
area CAi, i ∈ T can be estimated by:

∆vi =Ri∆pi +Xi∆qi + ∆vbi01Ni

=Ri∆pi +Xi∆qi + (∆nivti + ni∆vti)1Ni

(5)

where ∆vb0i = ∆nivti + ni∆vti + ∆ni∆vti is approximated
as ∆nivti +ni∆vti by ignoring the negligible quadratic term
∆ni∆vti . Note that the accuracy of this approximation has
been verified by the case study (see Section IV for details).

Finally, based on (5), the original MINLP (3) is relaxed to
the following new QP problem:

min
∑
i∈T


Nc∑
j=0

1

2

(
ci∆n

2
i (k + j) + ||εi||2Υi

+ ||δi||2∆i

)
(6a)

subject to (5) and for j = 0, 1, . . . , Np:

nmini ≤ ni(k + j) + ∆ni(k + j) ≤ nmaxi ,∀i ∈ T (6b)

−εi + vmini ≤ vi(k + j) ≤ vmaxi + δi,∀i ∈ T (6c)

vi(k + j) = vmeai (k) + ∆vi(k + j),∀i ∈ T . (6d)

Here εi = [εbi1 , . . . , εbiNi

]T and δi = [δbi1 , . . . , δbiNi

]T are the
slack variable vectors of the ith control area CAi, which are
the corresponding part of the slack variable vectors ε and δ
in (3), respectively. The matrices Υi and ∆i are diagonal
weight matrices of the ith control area CAi, whose diagonal
elements are the corresponding part of the weighting vectors
sε and sδ in (3), respectively. The vector vmeai (k) in (6d)
is the real-time voltage measurement that is updated by the
controller at each time instant k. The vector vi(k + j) in
(6d) is the predicted bus voltage magnitude that is calculated
based on the current voltage measurement vmeai (k) and the
predicted voltage variation ∆vi(k+ j) with respect to control
variables, predicted load profile, and renewable generation
whose relationship is described by (5).

It should be noted that problem (6) is convex and separable
based on the partitioned control areas. Inspired by these
properties, we propose to use the ADMM [21] to solve the
problem in a distributed way. ADMM has been proven to
be a powerful and efficient distributed optimization method
[5], [12], [21], which iteratively minimizes the augmented
Lagrangian over three types of variable, i.e., the decision
variable, the auxiliary variable, and the dual variable until
convergence. During each iteration of ADMM, each type of
variable is updated while fixing the others [21]. The general
discussion of ADMM can be found in [21].

To solve problem (6) by using ADMM, we assign two
auxiliary variables ∆vtii and ∆vtii+1

to each control area
CAi, i ∈ T that are used to enforce the equality boundary
conditions on bus voltages between neighboring areas, i.e.,
∆vti−1

i
= ∆vtii = ∆vti and ∆vtii+1

= ∆vti+1
i+1

= ∆vti+1
(see

Fig. 3 for illustration). Given the above auxiliary variables, the
ADMM-based method is designed to solve problem (6) in an
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iterative and distributed manner. The details of τ th iteration
are given as below.

1) Decision variables update: For each control area CAi,
i ∈ T , the decision variable ∆ni(k + j)(τ), j = 0, 1, . . . , Nc
and two auxiliary variables ∆vtii(τ) and ∆vtii+1

(τ) are up-
dated by solving the following local QP problem through local
augmented Lagrangian function Li:

minLi (7a)

subject to
(5), (6b), (6c), and (6d). (7b)

Here, Li is defined as

Li =

Nc∑
j=0

1

2

(
ci∆n

2
i (k + j) + ||εi||2Υi

+ ||δi||2∆i

)
+
ρ

2
(∆vtii −∆vti)

2 +
ρ

2
(∆vtii+1

−∆vti+1)2

+ λii(∆vtii −∆vti) + λii+1(∆vtii+1
−∆vti+1)

(8)

where the local equality boundary conditions are regularized
by the additional quadratic terms with coefficient ρ. The
symbols λii and λii+1 are dual variables related to the boundary
conditions.

2) Auxiliary variables update: This step updates the global
variables ∆vti and ∆vti+1

that are shared with neighboring
control areas. The update process is given as

∆vti(τ) =
1

2

(
∆vti−1

i
(τ) + ∆vtii(τ)

)
(9a)

∆vti+1
(τ) =

1

2

(
∆vtii+1

(τ) + ∆vti+1
i+1

(τ)
)

(9b)

where the communication between neighboring control areas
is required.

3) Dual variables update: The dual variables are updated
locally by the following process

λii(τ) = λii(τ − 1) + ρ
(

∆vtii(τ)−∆vti(τ)
)

(10a)

λii+1(τ) = λii+1(τ−1)+ρ
(

∆vtii+1
(τ)−∆vti+1

(τ)
)
. (10b)

Based on the principle of DMC and abovementioned
ADMM-based method, the control framework is summarized
as follows:

1) At time instant k, each control area CAi, i ∈ T gathers
information of local current voltage measurements, pre-
dicted load profile and renewable generation (from k to
k +Np).

2) Based on the information obtained in step 1, each control
area CAi, i ∈ T calculates its own optimal control
sequence of OLTC by solving the control problem (6)
through communication with its neighboring areas via
the proposed ADMM-based method.

3) Each control area CAi, i ∈ T applies the first element
of the optimal control sequence obtained in step 2 during
the current time interval [k, k+ 1]. Proceed to next time
instant k + 1, go to step 1.

C. The second stage

Although OLTCs are utilized in the first stage to handle
the potential voltage violations based on predicted load profile
and renewable generation, due to the discrete control nature
of OLTCs, prediction errors, and linearization of system equa-
tions introduced in (6), the voltage violations may not be fully
avoided. To handle this problem, a distributed online voltage
control framework is designed in this stage by coordinating
the reactive power of DERs.

The control problem considered here aims to minimize the
cost of reactive power supply while satisfying the voltage
and control limits. This can be formulated by the following
optimization problem:

min
1

2

(
||qg||2D + ||ϕ||2Φ + ||ξ||2Ξ

)
(11a)

subject to

−ϕ+ vmin ≤ v ≤ vmax + ξ (11b)

qg ≤ qg ≤ qg (11c)

where qg = [qg1 , . . . , q
g
Nb

]T defines the reactive power gen-
erated by DERs and D is the weight matrix that is positive
definite. Similar to the first stage, in order to make the problem
feasible, the non-negative vectors ϕ = [ϕ1, . . . , ϕNb

]T and
ξ = [ξ1, . . . , ξNb

]T are slack variables introduced to convert
the hard voltage constraints to soft ones. To regulate the bus
voltages within the allowable range [vmin,vmax] whenever
possible, these slack variables are heavily penalized in the
cost function by using the diagonal weight matrices Φ =
diag(sϕ) with sϕ = [sϕ1, . . . , sϕNb

]T and Ξ = diag(sξ) with
sξ = [sξ1, . . . , sξNb

]T . The vectors qg = [qg1 , . . . , q
g
Nb

]T and

qg = [qg1 , . . . , q
g
Nb

]T define the lower and upper limits for
reactive power of DERs.

In order to apply a distributed online control strategy,
we adopt the dual ascent algorithm in [22] to solve (11).
Specifically, we approximate the primal optimizer by using the
linearized DistFlow model to derive distributed update steps
for dual ascent algorithm, and apply the accelerated gradient
projected technique [23] in the dual update steps to improve
the convergence speed of dual ascent algorithm.

The Lagrangian of (11) is

L =
1

2

(
||qg||2D + ||ϕ||2Φ + ||ξ||2Ξ

)
+λT (−v + vmin −ϕ) + λ

T
(v − vmax − ξ)

+µT (−qg + qg) + µT (qg − qg)

(12)

where vectors λ, λ, µ, and µ are the Lagrangian multipliers
(dual variables) associated with the inequality constraints.
For convenience, we define φ as φ = [λT ,λ

T
,µT ,µT ]T .

Based on dual ascent algorithm, the solutions of (11) can be
calculated via the following iterative execution [13], [23]:



7

1) Dual variable update: dual gradient ascent step on the
dual variables

λ(τ + 1) =

[
λ(τ) + γ

∂L(qg(τ),ϕ(τ), ξ(τ),φ(τ))

∂λ(τ)

]
+

λ(τ + 1) =

[
λ(τ) + γ

∂L(qg(τ),ϕ(τ), ξ(τ),φ(τ))

∂λ(τ)

]
+

µ(τ + 1) =

[
µ(τ) + γ

∂L(qg(τ),ϕ(τ), ξ(τ),φ(τ))

∂µ(τ)

]
+

µ(τ + 1) =

[
µ(τ) + γ

∂L(qg(τ),ϕ(τ), ξ(τ),φ(τ))

∂µ(τ)

]
+

(13)

where the operator [·]+ defines the projection on the positive
orthant and γ is a suitable positive constant.

2) Primal variable update: minimization of the Lagrangian
with respect to the primal variables

ϕ(τ + 1) = arg min
ϕ
L(qg,ϕ, ξ,φ(τ + 1))

ξ(τ + 1) = arg min
ξ
L(qg,ϕ, ξ,φ(τ + 1))

qg(τ + 1) = arg min
qg
L(qg,ϕ, ξ,φ(τ + 1)).

(14)

Substituting (12) into (13), we find that the update of dual
variables can be easily conducted in a local manner based on
the real-time measurements of violations of the voltage and
control constraints:

λ(τ + 1) =
[
λ(τ) + γ(−v(τ) + vmin −ϕ(τ))

]
+

λ(τ + 1) =
[
λ(τ) + γ(v(τ)− vmax + ξ(τ))

]
+

µ(τ + 1) =
[
µ(τ) + γ(−qg(τ) + qg)

]
+

µ(τ + 1) = [µ(τ) + γ(qg(τ)− qg)]+ .

(15)

And substituting (12) into (14), we can see that the update
of primal variables ϕ and ξ can also be conducted in a local
manner:

ϕ(τ + 1) = Φ−1λ(τ + 1)

ξ(τ + 1) = Ξ−1λ(τ + 1).
(16)

Now the difficulty is to update the primal variable qg(τ + 1)
in a distributed manner.

From ∂L
∂qg = 0, we obtain

Dqg +

(
∂v

∂qg

)T
(λ− λ) + (µ− µ) = 0, (17)

which gives

qg = −D−1
[(

∂v

∂qg

)T
(λ− λ) + (µ− µ)

]
. (18)

Therefore, the sensitivity matrix ∂v
∂qg which contains global

information is the key obstacle to design the distributed update
process.

In order to obtain a suitable ∂v
∂qg , we use: 1) the equivalent π

model in Fig. 2(b) to represent the ideal transformer introduced
for the OLTC model and 2) the linearized DistFlow model
instead of the nonlinear power flow equations (2) to describe
the relationship between voltages and power injections. Since

the two admittance branches yπ1i and yπ2i introduced in the
equivalent π model cannot be incorporated in the Linearized
DistFlow equations, we replace these two admittance branches
with two reactive power loads whose reactive power consump-
tions are v2siyπ1i and v2fiyπ2i , respectively. In this way, the
voltage of the network can be expressed as [2], [9]:

v = Rp+X(qg − ql) + vS1N . (19)

where p = [p1, . . . , pNb
]T and ql = [ql1, . . . , q

l
Nb

]T . Matrices
R = F diag(r)F T and X = F diag(x)F T are symmetric and
positive-definite [9]. And the sensitivity matrix ∂v

∂qg becomes

∂v

∂qg
= X. (20)

Here, the matrix X has an important characteristic that its
inverse matrix B = X−1 has the same sparsity as that of the
nodal admittance matrix, i.e., the matrix B has nonzero entries
only in the diagonal position and position i ∈ Nb, j ∈ Nb with
(i, j) ∈ E . Therefore, if we select the weight matrix D = X
and substitute (20) into (18), we can get

qg(τ+1) = −(λ(τ+1)−λ(τ+1))−B(µ(τ+1)−µ(τ+1))
(21)

which leads to a distributed computation of the primal variable
qg and therefore a distributed dual-ascent algorithm.

In order to improve the convergence speed of the proposed
distributed dual-ascent algorithm, the accelerated gradient
projected technique proposed in [23] is employed for the
dual variable update process (15), whose advantage has been
verified by our previous work [24]:

λ(τ + 1) =
[
λmin(τ) + γ(−v(τ) + vmin −ϕ(τ))

]
+

λ(τ + 1) = [λmax(τ) + γ(v(τ)− vmax + ξ(τ))]+

µ(τ + 1) =
[
µmin(τ) + γ(−qg(τ) + qg)

]
+

µ(τ + 1) = [µmax(τ) + γ(qg(τ)− qg)]+
ψ(τ + 1) = φ(τ + 1) + β(τ + 1)(φ(τ + 1)− φ(τ))

(22)

where β(τ + 1) = θ(τ)(1 − θ(τ))/
(
θ(τ)2 + θ(τ + 1)

)
with θ(τ + 1) =

√
θ(τ)4+4θ(τ)2−θ(τ)2

2 . Here ψ =

[λmin
T
,λmaxT ,µmin

T
,µmaxT ]T are auxiliary dual vectors,

i.e, each bus j has four dual variables (λj , λj , µj , µj) and
four auxiliary dual variables (λminj , λmaxj , µminj , µmaxj ). The
initial condition is φ(0) = ψ(0) and θ(0) = 1.

In summary, the proposed distributed online algorithm con-
sists of two steps: 1) accelerated dual variable update step (22),
and 2) primal variable update steps (16) and (21).

D. Implementation Discussion

Fig. 4 shows the implemented control structure. At each
time instant k, based on local measurements and predictions,
following the algorithm developed in the first stage, each local
control center (LCC) calculates the optimal control sequence
of its own OLTC via communication with its neighboring local
areas and implements it. However, due to the model inaccuracy
and prediction errors in the first stage, the control actions of
OLTCs may not fully mitigate the potential voltage violations.
In this case, the online controller (described by (16), (21),



8

and (22)) in the second stage will operate in real-time with a
specified sampling period (e.g., 100 ms), and keep processing
measurements from the system to produce updates to the set-
points of DERs until the voltage violation is mitigated.

Figure 4: The implementation block diagram

In the proposed voltage control strategy, we assume that
each agent (i.e., bus with DER) has the ability of local
measurement, calculation, and communicating with its LCC
and neighboring agents. This assumption is not harsh for a
modern distribution network and has been widely adopted
in the literature (e.g. [4]–[6]). If some voltage measurements
required in framework are unavailable, they can be estimated
online based on the available voltage measurements [25]. How
to incorporate this estimation scheme into the proposed control
strategy deserves attention and will be studied in future.

IV. CASE STUDY

In this section, two different IEEE test feeders are employed
to demonstrate the effectiveness and advantage of the proposed
control framework. During the simulation, the nonlinear ac
power flow model, instead of the linearized DistFlow model,
is used to model the distribution networks.

A. IEEE 34-bus test feeder

Fig. 5 shows the diagram of a modified IEEE 34-bus test
feeder [26]. In the modified test system, an ideal OLTC that
is connected to the substation bus is added and the resistance
of lines are randomly selected such that the R/X ratio ranges
from 1 to 2. Without loss of generality, we assume that the bus
voltage of substation is fixed to be unity, i.e., vS = 1. If vS is
controllable, it can be incorporated in the proposed model by
regarding ∆vS as a decision variable in (5), i.e., ∆vt1 = ∆vS .
We also assume that there is a PV inverter at each load bus
with the capacity of 7 kVA. The whole network is partitioned
into three local control areas, i.e. Nt = 3.

Figure 5: The modified IEEE 34-bus test feeder

During the simulation, all bus voltages in the network are
required to be regulated within the nominal range [0.95, 1.05]
p.u., i.e., to avoid voltage violations.

To simulate a dynamic scenario, we use real data of a
particular day for residential load and solar generation profiles,
both at 5-minute resolutions, which are shown in Fig. 6. We
also diversify the load and solar generation profile for each
bus by small random additive noises. The short-term predicted
(10-minute ahead) load and solar generation profiles can be
obtained by using a series of advanced forecast tool boxes
including OptiLoad and OptiSolar [27], which are also given
in Fig. 6 for controller design in the first stage.
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Figure 6: Daily residential active load and solar generation
profiles.

The controller used consists of three OLTCs and 33 PV
inverters. For OLTCs, the turns ratios can change in 0.01-p.u.
steps from 0.90 to 1.10 p.u.. For PV inverters, the reactive
power change limits qg

j
and qgj for buses j, j ∈ Nb are updated

based on the given inverter rating (i.e., 7 kVA) and concurrent
solar power generation.

The parameters used in the proposed control framework are
given as follows:

1) In the first stage, the sample time period of DMC is
chosen as 5 minutes; the controller uses Nc = Np =
1. In the objective function of (6), the weights for tap
ratio changes of OLTCs are the same and selected as
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ci = 1, i ∈ Nt, and the cost of using the slack values
is 1000 times higher than that of tap ratio changes (i.e.,
sεi = sδi = 1000, i ∈ N ). In (8), we set the parameter
ρ = 1. In order to account for the model inaccuracy
introduced by model in (6), the voltage control limits in
(6d) are set as [0.96, 1.04] p.u. for all buses, which is
narrower than the nominal control range.

2) In the second stage, the sample time period is chosen as
100 ms. In the objective function of (11), the weights
for slack variables are set as sϕi = sξi = 100, i ∈ Nb.
The voltage control limits in (11b) is set as the nominal
voltage range. The step size in (22) is selected as γ =
10−4.

It should be noted that, during the simulation, the computa-
tion time needed in the first stage to obtain the optimal control
sequence of OLTCs is around 0.4 s and the calculation time
needed to finish one iteration in the second stage is around
3 ms. Compared with the sampling time periods selected, the
calculation time needed in both stages are almost trivial.

Scenario 1 – basic effectiveness test
Fig. 7 and Fig. 8 show the daily voltage profile without

and with the proposed voltage control framework, respectively.
Clearly, the voltage violations have been mitigated by the
proposed control framework, which demonstrates the effect-
iveness of the proposed voltage control strategy. Fig. 9 shows
the daily voltage profile only with the first control stage. We
can see that the voltage violations cannot be fully mitigated by
only the first control stage, which demonstrates the necessity
and importance of the second control stage.
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Figure 7: Daily bus voltage profile without control in IEEE
34-bus test feeder.

Fig. 10 shows the continuous and discrete optimal control
sequences of three OLTCs, respectively. Fig. 11 shows the
online update process of the second stage after the first
unmanageable voltage violation is detected at 12 : 39 : 00
PM, where reactive power set-points of all PV inverters keep
updated based on real-time voltage measurements at each
sampling time instant until the voltage violation is mitigated.
Fig. 14a shows the control actions of all PV inverters during
the simulation.

Scenario 2 – Comparison with a centralized approach
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Figure 8: Daily bus voltage profile under control in IEEE 34-
bus test feeder.
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Figure 9: Daily bus voltage profile under first control stage in
IEEE 34-bus test feeder.

In order to show the advantage of our control approach, we
compare the control performance of the proposed distributed
control scheme with that of a centralized scheme. In the
centralized scheme, based on the linearized DistFlow model
and an approximate voltage relationship of OLTCs developed
in (5), following the procedure in [15], the whole control prob-
lem is regarded as an integrated (OLTC and DERs) optimal
reactive power flow one and formulated as a mixed integer
quadratic programming problem. All parameters needed in
the centralized scheme are the same as those used in our
distributed scheme. Fig. 12 shows the voltage profile obtained
under the centralized control scheme. Fig. 13 and Fig. 14
show the control actions needed for the centralized scheme
and the proposed distributed approach, respectively. Through
comparison, we observe that the centralized approach can
obtain optimal control actions but worse control performance
(i.e., cannot fully mitigate the voltage violations), whereas the
proposed distributed control framework achieves better control
performance with sub-optimal solutions.
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Figure 10: The optimal control actions of OLTCs in IEEE
34-bus test feeder (solid: discrete, dotted: continuous).
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Figure 11: Reactive power injections of PV inverters and
corresponding voltage variations

B. IEEE 123-bus test feeder

We now test the proposed control framework in a large test
feeder, i.e., a modified IEEE 123-bus test feeder [26], whose
diagram is shown in Fig. 15. In the modified system, again,
we assume that the bus voltage of the substation is fixed to
be unity, i.e., vS = 1. We also assume that there is a PV
inverter at each load bus with the capacity of 7 kVA. The
whole network is partitioned into four local control areas, i.e.
Nt = 4.

During the simulation, the control objective is still to
regulate all bus voltages in the network within the nominal
range [0.95, 1.05] p.u.. To simulate the dynamic scenario, the
load and solar generation files shown in Fig. 6 are employed
again and diversified by small random additive noises for each
bus. The controller used here consists of four OLTCs and 122
PV inverters. The control parameters used are the same as
those employed in the modified 34-bus test feeder.

Fig. 16 and Fig. 17 show the daily voltage profile without
and with the proposed voltage control method, respectively.
Through comparison, it is clear that the voltage violations
are mitigated effectively by the proposed control framework,
which demonstrates the effectiveness and scalability of the
proposed scheme. Fig. 18 shows the daily voltage profile
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Figure 12: Daily bus voltage profile under centralized control
in IEEE 34-bus test feeder.
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Figure 13: The optimal control actions of OLTCs in IEEE
34-bus test feeder (solid: centralized, dotted: distributed).

only with the first control stage. We observe that the voltage
violations cannot be fully mitigated by only the first control
stage, which demonstrates the necessity and importance of the
second control stage again. Fig. 19 shows the control actions
of OLTCs during the simulation.

V. CONCLUSION

This paper has proposed a distributed coordinated voltage
control framework to handle uncertain voltage violations in
active distribution networks. The proposed control framework
consists of two stages that work in a complementary manner.
In the first stage, with the help of load and renewable predic-
tions, the OLTCs have been utilized to handle the potential
voltage violations via the proposed DMC framework. How-
ever, due to the control inaccuracy of the first stage, the voltage
violation may not be fully avoided. To handle this issue, the
reactive powers of DERs have been coordinated in the second
stage via the proposed online distributed algorithm to bring
the voltages within their allowable limits. The effectiveness
of the proposed control framework has been verified through
different standard test feeders.
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Figure 14: The control actions of PV inverters in IEEE 34-bus
test feeder

Figure 15: The modified IEEE 123-bus test feeder
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Figure 18: Daily bus voltage profile under first control stage
in IEEE 123-bus test feeder.
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