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Abstract

This article uses survey experiments to assess whether administrative procedures fix cognitive
bias. We focus on two procedural requirements: qualitative reason-giving and quantitative cost-
benefit analysis (“CBA”). Both requirements are now firmly entrenched in U.S. federal regulation-
making. Multilateral organizations such as the World Bank, OECD, and EU have encouraged
their broad diffusion across many national contexts. Yet CBA, in particular, remains controversial.
Supporters of CBA claim it leads to more rational regulation, with Sunstein (2000) explicitly
proposing that CBA can reduce cognitive biases. By contrast, we argue that procedures should
be conceptualized as imperfect substitutes subject to diminishing marginal benefits. To test
and illustrate this argument, we examine how each procedure individually and cumulatively
modulates the effects of gain/loss framing, partisan motivated reasoning, and scope insensitivity
in a nationally representative sample. We find that one or both procedures decrease each cognitive
bias. CBA is most helpful against partisan reasoning, where reason-giving does little, while each
procedure is about as effective for the other biases, although in each case only one procedure
produces cognitive benefits distinguishable from zero. We only find substantial synergies between
the two procedures with respect to gain-loss framing. Layering on the less useful procedure does
not significantly improve the other two cognitive biases. We hypothesize that procedures will only
fix cognitive biases if they disrupt bias-inducing mental processes, and reconcile this proposition
with our findings. We conclude by relating this work to debates about the design of administrative
procedures and describe a research agenda around rationality-improving procedures.

1 Introduction
When and how does procedure improve decisionmaking? This question, so fundamental to thinking about
governance and policymaking, has attracted attention from many disciplines. The social science tradition
has analyzed rules for aggregating individual preferences (Arrow 1951; Gibbard 1973; Satterthwaite 1975),
proposed formal models for describing outcomes under various institutional arrangements (Shepsle 1979), and
empirically studied the procedures used by groups (Mansbridge et al. 2012) and organizations (Heimann
1993). Yet public bodies are often slow to reform their decision processes. Indeed, systemic procedural
reform has occurred very rarely in the history of the United States federal government.

Arguably the most significant change to the American regulatory landscape in recent decades has been a
series of executive orders mandating a cost-benefit test for major regulations (Shapiro 2011; Sunstein 2018;
Dudley 2021). Under these executive orders, the first issued by President Reagan in 1981, administrative
agencies must identify and, if possible, quantify the costs and benefits of competing rules and select the one
that maximizes the net benefits to society. Proposed rules must be submitted for review by the Office of
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Management and Budget in the White House, accompanied by regulatory impact analyses. The structured
analytical approach imposed by these executive orders contrast significantly with the pre-existing, open-
ended reason-giving requirements of the 1946 Administrative Procedures Act, for example. Although initially
branded an anti-regulatory power grab by a conservative President, cost-benefit analysis has been affirmed by
successive presidential administrations and is now entrenched in federal policymaking (Revezs and Livermore
2008).

Despite the depth and sophistication of the inter-disciplinary literature on cost-benefit analysis (CBA),
the benefits of CBA remain rather speculative and anecdotal. The need to fill this lacuna is urgent, especially
since CBA and its variants are recommended by influential multilateral organizations such as the World
Bank, the OECD, and the European Union, and have diffused to other national systems (Wiener 2013).
Some previously studied benefits of CBA include increasing the policymaker’s perceived legitimacy (Stiglitz
2017) or building consensus (Chen 2020). That said, the most important proposed benefit of CBA is that
it produces substantively better decisions, not merely better accepted ones (Adler and Posner 2006; Revezs
and Livermore 2008). Why would CBA lead to better policy choices? Because, CBA supporters argue, the
procedure can help protect policymaking from the fallibility of human reasoning and judgment (Sunstein 2000;
Friedman 2011; Mackie, Worsley, and Eliasson 2014). For example, Cass Sunstein–former Administrator of
the Office of Information and Regulatory Affairs and one of the most energetic promoters of CBA in the
United States–claims that CBA can serve as an antidote for “cognitive biases” (Sunstein 2000). The term
cognitive bias refers here to a failure of reasoning that manifests as a predictable behavioral deviations from
the axioms and predictions of rational choice. For instance, people tend to overestimate the probability of
events whose occurrences they can more easily recall, a phenomenon known as availability bias (Tversky and
Kahneman 1973). They are also more willing to take risks when the available options are presented in terms
of avoiding losses rather than achieving gains (Tversky and Kahneman 1981). It is plausible that CBA can
help fix such cognitive biases, but the proposition has not received much empirical scrutiny until now.1 Does
CBA really produce the benefits touted by some of its most fervent advocates? If so, how do those benefits
compare with those that other potential procedures such as reason-giving might provide?

In this article, we articulate two principles for thinking about the impact of procedural interventions
on bureaucratic rationality: imperfect substitutability and declining marginal benefit. By imperfect substi-
tutability, we mean that while various procedural requirements could improve public decision making, some
of them might be more suited to certain kinds of rationality failures than others. By declining marginal
benefit, we mean that additional procedures usually bring less incremental improvement. These principles
imply that we should not generally expect CBA to do much more to fix cognitive bias when reason-giving is
already a well-established requirement. Yet these principles do raise the possibility that CBA can mitigate
certain kinds of cognitive biases that reason-giving cannot. Moreover, these principles imply that we should
expect the use of CBA and reason-giving together to help with cognitive bias more than either procedure
alone, but not necessarily much more, and perhaps not enough to justify the marginal costs.2

To illustrate these principles, we design and implement several factorial experiments testing how CBA
and reason-giving perform against three well-known cognitive biases: gain-loss framing, partisan-motivated
reasoning, and scope insensitivity. Our theory expects CBA and reason-giving to provide a similar but at
times inconsistent “fix” for cognitive bias, and that is precisely what we find. Partisan-motivated reasoning
is the only bias we study where one procedure is clearly no substitute for the other. CBA significantly
reduced support for a policy attributed to co-partisans, whereas asking for reasons did almost precisely
nothing to change partisan tendencies to judge policies based on source.3 For gain-loss framing and scope
sensitivity, we find evidence that procedures can help with cognitive bias, but as our theory expects there is
limited evidence for the superiority of one procedure over another. Reason-giving appears somewhat stronger
against scope sensitivity and CBA appears somewhat stronger against gain-loss framing. In each case, only
the stronger procedure is shown to significantly improve cognitive bias in a statistical sense. Even so, there is
at least some evidence that the less effective procedure helps too and we cannot conclude that one procedure
is truly inferior to the other for these two biases. We only find substantial synergies between the two

1Our review of the 422 publications citing Sunstein (2000) did not turn up any research testing the core claim made in that
article, which has also been repeated in several other venues.

2Exploring the costs of procedures are beyond the scope of this article, but it suffices to note here these costs are potentially
huge. One textbook on cost-benefit analysis says the direct cost of producing such analyses easily runs into the millions of
dollars (Boardman et al. 2018), and there are also likely substantial indirect costs, for example due to delayed policymaking.

3Although, these benefits seem to flow from trying to do CBA than actually doing it correctly.
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procedures with respect to gain-loss framing. For the other two biases, layering the less effective procedure
atop the more effective one does not produce substantial improvements. And yet, the synergies we identify
between procedures drive the apparent efficacy of CBA against gain-loss framing. Unless accompanied by
reason-giving, CBA does relatively little against gain-loss framing bias. Finally, although the reductions in
cognitive bias are in many cases statistically significant, gain-loss framing and partisan-motivated reasoning
clearly persist no matter which procedures were employed.4 The “fix” procedures provide for cognitive biases
appears quite imperfect.

In interpreting these results, one has to be clear-minded about what the experiments can and cannot
show. Our experimental subjects are a nationally representative sample of ordinary citizens, not a group of
elite policymakers. Moreover, the implementation of CBA and reason-giving in our experimental instruments
is much simpler and much less taxing than the procedural hurdles policymakers might encounter when they
actually set out to regulate. These discrepancies, among others, caution against generalizing beyond the
experimental setting. But we do not take our experiments to be measuring the precise effect of procedural
interventions on real policymaking anymore than Tversky and Kahneman (1983) can be taken as estimating
the true impact of gain-loss framing on actual public health strategies. Rather, the experiments serve to
illustrate our thematic argument, that once administrative procedures are conceived of as multi-factorial
interventions for improving decisional outcomes, they should also be analyzed as such.5 The principles of
imperfect substitutability and declining marginal contribution follow from the adoption of this perspective
and they are substantiated by the experiments we present.

Ultimately, we hope that the principles and findings elaborated here can stimulate further debate about
the cost and benefits of administrative procedure. Instead of assuming that more deliberation or account-
ability necessarily enhances the rationality of policymakers, our understanding of procedural interventions
could be enriched by thinking more deeply about how they counteract the many and diverse threats to good
decisionmaking in the public sphere. For example, it is worth theorizing about why CBA reduced partisan-
motivated reasoning in our experiment but reason-giving did not. Our discussion starts from the premise that
procedure mitigates cognitive biases by disrupting the mental processes giving rise to them. This premise
leads us to draw on existing research in cognitive psychology about the nature of thought processes that
induce bias and to formulate more granular hypotheses about which procedures will be effective against
which biases. In particular, we suggest that CBA is more powerful than reason-giving at combating biases
that operate by distorting our evaluation of information or evidence. Otherwise, reason-giving appears just
as good at combating biases that stem from the use of affective heuristics. Thinking about why procedures
do or do not fix cognitive biases in the experimental setting can generate theories that have broader relevance
and validity and thereby inform the design of procedures for improving public rationality.

2 Background and Context
Here we briefly survey both prior procedural interventions aimed at improving bureaucratic rationality and
the social science literature on cognitive biases. Our treatment of prior interventions primarily focuses on
the American case, but we also draw attention to the diffusion and influence of the American model for other
comparative contexts. We argue that qualitative reason-giving and CBA are separable reforms with similar
ends of making regulators behave more rationally. Nevertheless, at least in the United States, procedural
demands for reason-giving have been implemented more widely and with less controversy than the demand for
CBA. Further, while interventions have sought to improve rationality, we note that rationality is a contested
concept. In discussing the social scientific literature on cognitive biases, we explain and justify our focus on
this particular family of deviations from rationality.

4Because there is no natural benchmark for the scope sensitivity, we cannot say that this bias clearly persists. There is,
however, good reason to believe that respondents are still not sufficiently attentive to the magnitude of the benefits and costs
at stake.

5Bagley (2019) is an excellent, recent piece of scholarship conceptualizing administrative procedures as multi-faceted policy
interventions attended by trade-offs. Although the tenor of Bagley (2019) is similar to ours, our argument and perspective
are more descriptive than normative, focus on the design and evaluation of procedural interventions, and are supported by a
number of experiments.
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2.1 Making Regulators Reasonable: Procedural Tools
The history of policy interventions in administration in the United States is also a history of attempts to
make bureaucrats more rational (e.g., Van Riper 1983; Gormley 1989; Mashaw 2018). The first significant
federal intervention in administration, the Pendleton Act, is conventionally understood as having had the
purpose of improving rationality in hiring, firing, and promotion decisions (Moynihan 2004). While a rich
social science literature has nuanced this conventional understanding by identifying other motivations for
the Pendleton Act that were economic or even crassly political (Skowronek 1982; Johnson and Libecap 1994;
Theriault 2003), few would deny that Progressive ideas about rational administration greatly influenced the
subsequent expansion of the civil service to cover the majority of federal workers (Postell 2017). In the early
20th century, executive agencies gained increasing policymaking authority and power (Carpenter 2001; Ernst
2014). However, their decision-making processes remained deeply problematic in many respects. One of the
most important festering problems was the limited analytical and evidentiary basis for agency decisions
(Gellhorn 1986). In the 1930s, as New Deal Democrats embarked on new and bold experiments in regulating
the economy, demands for further interventions designed to promote consistency and rationality in agency
decisions reached a fever pitch (Shapiro 1986; Ernst 2014).

The Administrative Procedure Act of 1946 (APA) was the culmination of these debates. As with the
Pendleton Act, the political science literature shows that there were self-serving political interests behind the
APA (McNollgast 1999). Even so, improving bureaucratic rationality was a frequently articulated goal of
reform and one cannot deny the salience of this motive for some elite decision-makers.6 The APA prescribes
uniform standards for agency rulemaking. Agencies may make rules through a formal, trial-like, procedure
(5 USC 556) or through an informal, notice-and-comment, procedure (5 USC 553). Generally speaking, most
regulations today are promulgated through notice-and-comment rulemaking. Under 5 USC 553, agencies
must furnish notice of the proposed rulemaking, “give interested persons an opportunity to participate in
the rule making through submission of written data, views, or arguments”, and “incorporate in the rules
adopted a concise general statement of their basis and purpose”. 5 U.S.C. 706 further instructs courts to
“hold unlawful and set aside agency action, findings, and conclusions” that are “arbitrary [and] capricious”.
The constraints imposed on agencies by the APA are onerous relative to other policymaking bodies. Congress
may set out the background and purpose of a law in a statutory preamble. However, it is not required to do
so. Moreover, while judges give opinions elaborating the basis for their decisions, “a lower court g[iving] the
wrong reasons for a correct decision is not by itself a justification for reversal” (Mashaw 2018). In a sense,
the APA requires that agencies go beyond judicial and legislative standards of reasonability when making
rules for the public.

For several reasons, the immediate impact of the APA on regulatory behavior was limited. In the
1940s and 1950s, agencies mostly proceeded through adjudication rather than rulemaking. That is, they
rendered determinations in individual cases rather than enforcing norms applicable to the general public. In
that context, courts were not too punctilious about the justification requirement (Mashaw 2018). However,
powerful social movements in the 1960s and 1970s gave rise to broad delegations of power to agencies
(Jones, Theriault, and Whyman 2019) and a correspondingly more significant role for agencies as national
policymakers. Courts responded by giving teeth to the strictures of the APA (Stephenson 2006). To ensure
their regulations survive judicial review, agencies have built increasingly voluminous records of what they
are doing and why. There is a lively dispute about the ills of excessive reason-giving. Some argue that too
much explanation can slow down or “ossify” the rulemaking process (Elliott 1992; McGarity 1992; Pierce Jr
2011) while others insist that such concerns are more theoretical than real (Yackee and Yackee 2010, 2011).
Still, the animating idea behind the APA–that agencies should provide reasons when they regulate–is largely
uncontroversial.

Uncontroversial, however, is not a description one could use to describe the rise of CBA, a species of
regulatory impact assessment, in rulemaking. Gormley (1989) and DeMuth (2016) trace the rise of regulatory
impact analysis to budgeting systems implemented in Robert McNamara’s Defense Department that were
later mandated for other agencies and state governments. Although these policy-planning systems were
ultimately abandoned, similar quantitative approaches were mandated by the National Environmental Policy
Act (NEPA) and the “quality of life” reviews applied to environmental, health, and safety regulations by

6To take one of many examples, both the Pound and Landis Commission reports, which influenced the APA, discuss concerns
about rationality at length.
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President Nixon. These reviews did not require quantification of every cost and benefit, nor was an executive
veto power built into the system. Indeed, even the environmental impact statements required by NEPA did
not substantively restrict an agency from making any particular regulation.

President Reagan’s EO 12,291 represented a significant shift in the use of CBA within executive agencies.
In particular, EO 12,291 required agencies to select the least costly regulatory alternative identified by the
agency’s CBA unless that option was prohibited by law. It also empowered the Office of Management and
Budget to indefinitely delay the publication of regulations that it did not find acceptable. Some regarded
this development as an anti-regulatory power-grab. The read of Morrison (1986) is typical: “[the] system of
OMB control imposes costly delays that are paid for through the decreased health and safety of the American
public.” Simultaneously, there were more than a few defenders of the approach, even on the left. DeMuth
(2016) emphasizes a growing sentiment that government agencies were prone to capture and over-regulation,
which ultimately hurt the broad social movements that by the 1980s had grown to define the Democratic
Party. DeMuth points to Alfred Kahn, chair of the Civil Aeronautics Board under President Carter, who
pushed for the dismantling of airline regulations, supported by allies like Ralph Nader and Ted Kennedy.

Despite the initial controversy over Reagan’s approach to CBA, Democratic Presidents since Reagan have
largely retained the procedure or even expanded it. President Clinton’s Executive Order 12,866, which re-
placed Reagan’s EO 12,291, essentially confirmed Reagan’s approach while making allowances for “distribu-
tive impacts” and “equity” and moving away from “least-cost” toward “maximum net-benefit” (Sunstein
2018). President Obama expanded CBA to include “human dignity” and “fairness” as difficult or impossible
to quantify desiderata. Importantly, Obama’s expansion of CBA also encouraged the review of existing
regulations. President Biden has recently reaffirmed the Clinton and Obama Executive Orders while urging
attention to “disadvantaged, vulnerable or marginalized communities.” Although there are some differences
between the approach of anti-regulatory Republican and pro-regulatory Democratic administrations, Sun-
stein (2018) emphasizes that these differences are subtle and have more to do with how administrations
exercise their review powers rather than institution of centralized review itself. At the same time, vigorous
debate about CBA has continued, with for example some arguing that CBA is potentially manipulable for
political ends (Cole 2012) and other times a smoke screen for decisions made on other grounds (Adler and
Posner 1999).

Procedural interventions are of course not limited to the United States. De Francesco (2021) relates the
diffusion of regulatory innovations through advanced industrial democracies. According to one account, CBA
has diffused more readily than APA-like procedures, especially in parliamentary systems (Baum, Jensen,
and McGrath 2016). Multilateral organizations such as the World Bank, EU, and OECD have played a
particularly significant role in promoting regulatory impact analyses. They have done so by, for example,
funding the modernization of public governance, establishing transnational working groups such as the
Directors and Experts on Better Regulation, and publishing naming-and-shaming reports on the progress
of member states in implementing “good regulatory governance” reforms that were pioneered in the United
States (De Francesco, Radaelli, and Troeger 2012). The World Bank has extended such reporting beyond
advanced industrial democracies to countries in the Global South which may thereby face increasing pressure
to overhaul their regulatory processes. Against this backdrop, enhancing public deliberation and reason-
giving and mandating regulatory impact analyses are two models that developing nations could emulate.

2.2 Cognitive Biases
Although American bureaucratic reforms have often sought improvements to rationality, rationality is a
contested concept susceptible of multiple meanings (Adcock 2001). Simon (1976), for example, distinguishes
between substantive and procedural rationality. A choice is substantively rational if it furthers the decision-
maker’s ends. A choice is procedurally rational if it is made following the proper steps. Bureaucratic reforms
along the procedural axis are frequently intended to produce benefits on the substantive axis. Put differ-
ently, many who design administrative rules believe that adherence to procedure will produce better public
outcomes, however better is defined (McCubbins, Noll, and Weingast 1987; Stephenson 2006). Within social
science, the dominant account of substantive rationality is predicated on the von Neumann and Morgen-
stern axioms which permit mathematical analysis of decision problems using utility functions, expectation
operators, and the tools of calculus. There are multiple and rich vocabularies for describing how human
decision-making deviates from the prescriptions of classical decision-making theory. There is vast literature

5

Electronic copy available at: https://ssrn.com/abstract=3918091



examining the role of affect or emotions with respect to cognition (Redlawsk 2006; Brader and Marcus 2013;
Lodge and Taber 2013; Marcus, Neumann, and MacKuen 2000; Ladd and Lenz 2008), reporting violations
of the axioms of von Neumann-Morgenstern expected utility theory such as the transitivity7 (Tversky 1969;
Regenwetter, Dana, and Davis-Stober 2011) or the independence axioms8 (Allais 1953; Machina 1987), and
developing alternative frameworks such as bounded rationality (Simon 1997; Jones 1999).

CBA and reason-giving are procedural interventions that might help bureaucratic decision-makers ap-
proximate the ideal of an expected utility maximizer by forcing them to confront possibilities that might
otherwise be obscured by fear, laziness, motivated reasoning, and intuitive thinking, among others. While
there are many elements and factors that could upset the classical model of rational choice, whether and how
they manifest in any particular situation is often speculative.9 Perhaps for this reason, scholars interested
in the design of administrative institutions have tended to focus on systematic, predictable, deviations from
rationality, such as framing effects (Tversky and Kahneman 1981). Framing is one of the paradigmatic ex-
amples of cognitive bias. In a groundbreaking article in Science, Tversky and Kahneman demonstrated that
whether risky options were described as potential gains or potential losses had a large, consistent effect on the
respondents’ choices: respondents were more willing to gamble when contemplating losses rather than gains.
This phenomenon was interpreted as a cognitive bias because the loss and gain frames are informationally
equivalent. The shift in preferences or judgments is induced merely by the way the choices are described.

Tversky and Kahneman’s conception of cognitive biases precipitated a lively research agenda to catalog
and explain them. In many cases, cognitive bias seems to arise from the use of heuristics to optimize mental
resources in the face of complexity. Particularly relevant for politics and public administration are biases
caused by motivated reasoning, especially partisan motivated reasoning. Motivated reasoning occurs when
individuals’ desires for a particular outcome shape their beliefs and judgments (Kunda 1990; Lodge and
Taber 2000). Political ideology or identity can cause individuals to seek out corroborating information, rate
confirming information more highly, and resist disconfirming evidence (Druckman, Leeper, and Slothuus
2018).

The so-called cognitive argument for CBA holds that CBA can mitigate the impact of cognitive biases
on policymakers (Sunstein 2000, 2002; Christiansen 2018). Sunstein (2000), for example, enumerates six
cognitive biases CBA might help alleviate. The biases he identifies tend to involve over-dependence on
highly available information, inappropriate reliance on social cues and priors, and difficulties in grasping the
magnitude of benefits, costs, and probabilities, especially in an integrative way. Although some institutional
scholars are enthusiastic about the promise of procedural reforms to enhance substantive rationality, research
in cognitive psychology gives reason for pause. Lerner and Tetlock (1999) describes conditions under which
accountability devices do not attenuate cognitive biases and may even exacerbate them. As summarized
by them, “predecisional accountability to an unknown audience will have no effect on bias if, even after
increased attention to one’s decision process, no new ways of solving the problem come into awareness.”10

Accountability can worsen bias to the extent that one choice appears easier to justify than another. Ac-
countability can also incentivize greater risk-taking by political actors who have to answer to an electorate
(Sheffer and Loewen 2019). While there have been quite a number of studies looking at the relationship
between accountability and bias, very few of them examine CBA as an accountability device or explore the
comparative or cumulative efficacy of accountability devices (Lerner and Tetlock 1999).

3 Experimental Approach

Our goal is to assess the plausibility of two procedural devices for improving human cognition. Survey
experiments identify cognitive biases through random manipulation of the instrument fielded to respondents.

7The transitivity axiom is that if X is preferred to Y and Y is preferred to Z then X is preferred to Z.
8The independence axiom holds that whenever lottery A is preferred to lottery B, a gamble between lottery A and lottery

C is preferred to an equivalent gamble between lottery B and lottery C.
9It is also not clear that they are all normative bads (Gigerenzer and Todd 1999; Persad 2014), although we focus our

analysis on the descriptive question of what mitigates cognitive bias.
10Bolsen, Druckman, and Cook (2014) find, however, that urging individuals to evaluate policy “in an even-handed way” and

telling them they will be asked “to justify the reasons for [their] judgment” substantially decreased the influence of partisan
cues on attitudes toward the 2007 Energy Act.
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Table 1: Summary of Design for Three Studies

Gain-Loss Framing† Partisan Reasoning Scope Sensitivity
Platform Lucid - Nationally Representative Sample
Structure 23 (Imbalanced) Factorial
Dates March 2 - 11, 2022 April 7- 13, 2021 April 11- 29, 2021
Sample Sizes n = 1, 975 n = 4, 679‡ n = 1, 171
Textual Prompt See Fig. 2(a) See Fig. 2(b) See Fig. 2(c)
Outcome Prefers less risky Program A Supports Highway Program Supports Crop Insurance Program
Cognitive Treatment (+) Policy saves lives Copartisans support bill Policy creates 2,500 jobs
Cognitive Treatment (-) Policy prevents deaths Opposing party supports bill Policy creates 500 jobs
Cognitive Treatment Increase support for less risky policy Increase support for policy Leave support unchanged
Effect

Null Hypotheses Assigning reason giving does not change the cognitive treatment effect
Assigning CBA does not change the cognitive treatment effect

Assigning CBA and reason giving together does not change the cognitive treatment effect
† These details correspond to a second experimental run requested by a reviewer. The first run of this experiment conducted
between April 5 - 10, 2021 had n = 2, 537, but suffered from attrition. Differences in estimates between runs are minor and
probably attributable to sampling variation, as discussed in more detail below and in the Appendix.
‡ Platform pricing rules led us to also recruit n = 826 non-partisans, who completed the study but were dropped, as stated in our
pre-registration.

For example, as Tversky and Kahneman (1981) illustrated, most respondents choose the less risky of two
options when they are presented as potential gains but choose the more risky one when the very same options
are presented as potential losses. Where the choice reversal is dramatic, as in Tversky and Kahneman (1981),
statistical formalism may be superfluous. However, it is worth thinking carefully here about how the existence
of a cognitive bias is shown. Suppose Yi is a dichotomous policy choice and τi is a bias-inducing manipulation
expected to influence that choice. A cognitive bias is then established by fitting the following OLS model
and showing that the estimate on β1 is statistically different from 0.

Yi = β0 + β1τi + γ · Xi + ϵi

The variable Xi refers to a set of non-treatment, independent variables that might account for the variance in
individual policy choices. Xi can be omitted to improve interpretability given random assignment to control
and treatment groups. Without these other independent variables, β0 is the proportion choosing the policy
under the control condition and β1 is the increase in the proportion choosing the policy due to assignment
of τ or, more technically, the sample average treatment effect of τ . Here, we are primarily interested in
whether procedural interventions can reduce cognitive biases. In other words, we want to know whether a
given procedural treatment π has a significant interaction with the bias-inducing treatment τ . We therefore
estimate the following OLS model and test whether β3 is statistically distinguishable from 0.

Yi =β0 + β1τi + β2πi + β3τiπi + γ · X + ϵi

H0 :β3 = 0

With the general empirical approach and estimation strategy defined, we now turn to the design of our
experiments and details on implementation. Table 1 presents a concise summary.

The cognitive biases we focus on are gain-loss framing, partisan motivated reasoning, and scope insensi-
tivity. These three biases have been shown to be strong and robust. While they are well-documented in the
literature on public administration and policy (Olsen 2015; Baekgaard and Serritzlew 2016), we still know
very little about how to counteract them.11 To recapitulate, gain-loss framing is the tendency to choose the
gamble rather than the sure-thing when the options are described in terms of potential losses and vice versa
when the options are described in terms of potential gains. Partisan motivated reasoning, on the other hand,
is the tendency to support or opppose policies based on party endorsements. Finally, scope insensitivity is
the tendency for choices to be unresponsive to even order-of-magnitude differences in the scale of the problem

11See Battaglio Jr et al. (2019) for a survey of the literature on cognitive biases in the context of public decisionmaking.
A recent contribution that examines whether justificatory requirements can temper motivated reasoning is Christensen and
Moynihan (2020). To the best of our knowledge, no previous study has looked at whether CBA can mitigate cognitive biases.
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or its proposed solution (Desvousges et al. 1992; Kahneman et al. 1999). For gain-loss framing and partisan
motivated reasoning, the cognitive bias manifests as a shift in policy choices. By contrast, the cognitive bias
in scope insensitivity manifests as an absence of such a shift. Even so, the null hypothesis of no interaction
between procedures and the cognitive treatment is the same across biases and procedural interventions.

Figure 1 displays the scenarios used for gain-loss framing, partisan reasoning, and scope insensitivity,
respectively. For gain-loss framing, we employed a version of Tversky and Kahneman (1981)’s Asian Disease
Problem. The Asian Disease Problem has been replicated many times by the ensuing literature on framing
effects (Druckman 2001; Diederich, Wyszynski, and Ritov 2018) and its adoption here facilitates comparison
to these prior studies. The only important difference between the classic version and ours is that we did not
describe the disease as originating in Asia.

Because there is not an equally canonical example of partisan motivated reasoning, we developed our
own. First, we identified a policy proposal that could plausibly be attributed to either Democrats or Republi-
cans. Major infrastructure bills have been discussed as high priorities by recent Republican and Democratic
administrations. We performed a pilot study on Amazon Mechanical Turk to test for partisan motivated
reasoning in this scenario. We found that 76% of respondents supported the infrastructure bill when it was
ascribed to their party as opposed to 44% when the bill was ascribed to the opposite party. This difference
evinced partisan motivated reasoning.

Finally, for scope insensitivity, we initially explored the trade-off between forest preservation and em-
ployment in the logging industry (Milkman et al. 2012). In a pilot study run on Mechanical Turk, roughly
80% of respondents backed the creation of a natural reserve regardless of whether it saved 10,000 or 100,000
acres of forest. This lack of difference was expected and demonstrated scope insensitivity. The high baseline
level of support raised concerns, however, about a ceiling effect. We therefore tested another scenario which
presented a trade-off between the public cost of crop insurance and jobs. The proportion of respondents
supporting the expansion of crop insurance did not vary much whether the program created 500, 2,500,
or 5,000 jobs, ranging from 70% in the first condition, 73% in the second, and to 68% in the third. We
ultimately chose to compare 500 against 2,500 jobs because of the visual contrast between the two numbers.
500 might look like 5,000 but it cannot easily be mistaken for 2,500.

The bias inducing manipulations generate the primitive effects for our experiments but our ultimate inter-
est is in whether these effects are diminished by procedural interventions. Figure 1 shows where the procedu-
ral treatments were administered in the survey instruments. Figure 2 provides an illustrative example of how
the CBA and reason-giving treatments were implemented in the highway bill scenario. Partisan-motivated
reasoning was induced by randomly ascribing the highway bill to Republicans or Democrats. Subjects who
were assigned to the control procedure (i.e. “no procedure”) expressed their preferences immediately after
reading the scenario. All other subjects had to satisfy one or more procedural requirements before expressing
a policy preference. Subjects assigned to CBA had to complete a quantitative evaluation of the cost and
benefits of the highway bill. They were informed at the outset of the exercise that the cost-benefit evaluation
they were about to perform was “non-binding,” meaning that they could “choose to follow or not follow the
results of the evaluation.” The evaluation commenced by eliciting subjects’ willingness to pay for one unit of
the good to be produced by the policy at issue, i.e. the reduction of the traveling time of a trip by 30 minutes.
Subjects were then instructed to compute the net benefit of the policy in monetary terms by multiplying
their previous answer by the total number of units of good produced, i.e., 10 billion, and then subtracting
the cost of the project, i.e., $15 billion. Subjects were reminded at the end of the cost-benefit evaluation
that they were not bound by its results. Subjects assigned to reason-giving were invited to “[e]xplain in a
few sentences” their attitudes towards the highway bill. No formal or substantive constraints were imposed
on the explanations given by subjects.

For subjects assigned to CBA and reason-giving, cost-benefit evaluation preceded their written explana-
tions. Although subjects not assigned to any procedure and subjects assigned to reason-giving alone did
not have to perform the cost-benefit evaluation before deciding whether to support or oppose the highway
bill, they were directed to do it after. This additional step equalized the burden across experimental condi-
tions, thereby dampening the risk of differential attrition.12 Unless otherwise specified, only subjects who

12The gain-loss framing experiment was run twice. In the first iteration we did not ask subjects assigned to non-CBA
conditions to do a cost-benefit evaluation after expressing a policy choice. In these results, substantially different rates of
attrition were observed across procedural conditions. In the second iteration and other experiments, we did ask those not
assigned CBA to nevertheless do one after making a policy selection and differential attrition was thereby improved. Our
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(a) Gain-Loss Framing
A novel disease has broken out in
the United States. If unaddressed,
the expected death toll from the
disease is 600. Two programs
to combat the disease have been
proposed. The first program,
Program A, uses conventional
medicine to combat the disease.
Under Program A, {200 people
will be saved/400 people
will die}. The second program,
Program B, uses experimental
medicine to combat the disease.
Under Program B, there is a 33%
chance that {600 people will be
saved/0 people will die} and a
66% chance that {0 people will
be saved/600 poeple will die}.
Program A will cost $100 million.
Program B will cost $100 million.

{CBA Evaluation/Blank}

{Explanation/Blank}

Imagine you were in charge of
making this decision. Which pro-
gram would you select?

(b) Partisan-motivated Reasoning
{Democrats/Republicans} on
the House Transportation and
Infrastructure Committee have
proposed a bill for the construc-
tion of a new federal highway.
According to the best projections,
10 billion trips will be taken on
the highway during its lifetime.
The highway will reduce travelling
time for these trips by an average
of 30 minutes. It is estimated
to cost $15 billion. Committee
{Republicans/Democrats},
who were not consulted about the
bill, have criticized the project for
its lack of specificity.

{CBA Evaluation/Blank}

{Explanation/Blank}

Imagine you had to vote on the
highway bill. Would you support
or oppose it?

(c) Scope Insensitivity
The government is considering
expanding the availability of crop
insurance into jurisdictions that,
for historical reasons, were not
previously eligible. The expansion
would cover 20,000 acres of cur-
rent farmland and would create
approximately {500/2,500} jobs.
Taxpayers are expected to incur
$30 million in direct costs.

Given the amount of land affected,
the expansion is not expected to
effect global commodity prices one
way or the other.

{CBA Evaluation/Blank}

{Explanation/Blank}

Imagine you were in charge of
making this decision. Do you
think the government should ex-
pand the availability of crop in-
surance or not?

Figure 1: Description of the survey prompts used in each experiment.
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Figure 2: An example of the two procedural treatments as they appear in the partisan reasoning experiment.

completed the entire instrument were included in our analysis. The CBA and reason-giving treatments were
similarly implemented for the other two scenarios. Because the Asian Disease Problem involves uncertainty
and a comparison between two, non-status quo alternatives, the cost-benefit evaluation in that experiment
involved the most extendive series of computations. That said, the arithmetic operations consisted only of
multiplication and addition.

As a rule, testing for interaction effects requires much larger sample sizes than testing for main effects.
Given concerns about statistical efficiency, we adopt a factorial design for all three experiments. There are
three randomly varied factors in each experiment: a bias inducing treatment, reason-giving, and CBA. Each
factor can take on two levels. In Figure 3, the levels for each factor are represented by “+” and “-”. For the
bias inducing manipulation, the “+” level refers to the one expected to generate a higher level of approval
(e.g., same-party endorsement in the partisan-motivated reasoning scenario). For the procedural treatments,
i.e., reason-giving and CBA, “+” means being subject to the procedure, and “-” means not being subject to
the procedure. The factorial structure implies that each respondent has a random and equal chance of being
assigned one out of the 23 = 8 possible combinations of factors and levels. We conducted simulations based
on the findings in the literature and the results of our pilot studies to determine the targeted sample size for
each experiment. For the gain-loss framing and partisan-motivated reasoning scenarios, we picked sample
sizes that would give us a greater than 75% chance of detecting a 40% reduction in the magnitude of the
relevant cognitive bias. For the scope insensitivity experiment, we picked a sample size that would give us
a greater than 80% chance of detecting a 15 point interaction between the bias-inducing and the procedural
treatments. More details on the power analysis may be found in our pre-analysis plan and the appendix.

We fielded the experiments on the Qualtrics platform to nationally representative samples acquired
through Lucid.

analysis is based on data collected from the second run of the gain-loss framing experiment. Data collected from the first run
are presented in the appendix and discussed below as well.
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Figure 3: Design representation for three, 23 factorial experiments.

4 Results
In analyzing our experimental results, our goal is to identify whether each procedure can mitigate various
cognitive biases, not just in the absolute sense, but also on the margin and in concert. Each experiment
presents subjects with a choice between two options. For purposes of analysis, we take the risky policy in
the gain-loss framing scenario as the reference policy. Responses choosing the risky policy are coded as 1
whereas responses choosing the sure-thing policy are coded as 0. For the other two scenarios, the proposed
policy is taken as the reference policy. Support for the proposed policy is coded as 1 whereas opposition
is coded as 0. Figures 4 and 5 summarize the proportion of respondents choosing the risky option in the
gain-loss framing scenario or supporting the proposed policy in the partisan-motivated reasoning and scope
insensitivity scenarios. Differences along the y-axis are generated by the bias-inducing treatment. Differences
along the x-axis are generated by the procedure respondents were subject to before expressing their choice.
The influence of procedure on choice can be observed by comparing differences along the y-axis across the
x-axis. The bottom panel of both figures illustrates the difference-in-difference estimates of the impact of
procedure on cognitive bias and the uncertainty around those estimates. Details of how these estimates were
derived are given below. We generally report t-statistics rather than p-values to allow readers to make their
own judgments about statistical significance.13

To study the effect of CBA or reason-giving on cognitive bias, we estimate the following model

Yi = β0 + β1τi + β2πi + β3τiπi + ϵi (1)

where τi is an indicator variable for the bias-inducing manipulation and πi is an indicator variable for
assignment to the procedure of interest, i.e. CBA, reason-giving, or CBA and reason-giving (Dasgupta, Pillai,
and Rubin 2015).14 This model is estimated by ordinary least squares using HC2 robust standard errors (Lu
2016). The regression analysis compares those assigned to a specified procedural intervention against those
who were not. The main effect, captured by β1, is the magnitude of the cognitive bias in the absence of any
procedure. The first-order interaction effect, captured by β3, measures the attenuation of cognitive bias by
the procedure in question.15 The estimates of β3 for CBA and reason-giving are plotted in the bottom panel

13As a reviewer has noted, there is a plausible argument that one-sided p-values are more appropriate than two-sided p-values
since procedures are not expected to increase cognitive bias. (Some studies have shown, however, that introducing more evidence
on an issue can sometimes result in greater polarization (Kahan et al. 2017; Baekgaard et al. 2019)). To avoid confusion, we
always use two-sided p-values when we occasionally refer to these values, but readers should consider this point when judging
the strength of the evidence.

14The advisability of making covariate adjustments when conducting regression analysis of experimental data is disputed.
(Freedman 2008; Lin 2013). Regardless, the appendix presents estimates from models that adjust for pre-treatment covariates
such as education, ethnicity, household income, and party affiliation. Inclusion of these covariates does not qualitatively alter
our findings. The most notable change is in the scope experiment, where adding controls increases the significance of the
reason-giving estimate from significant at the 90% confidence level to significant at the 95% confidence level.

15In our experiment there are four possible combination of procedures which we can denote π0,0, π1,0, π0,1 and π1,1. The
first index indicates assignment to the first procedure and the second index indicates assignment to the second procedure. To
estimate the effect of the first procedure, the model groups π0,0 and π0,1, where the first procedure was not assigned, and
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Figure 4: First-Order Interaction of Bias-Inducing Manipulation and Procedural Treatments.
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of Figure 4.
A key observation from Figure 4 is that, for all scenarios, at least one of the two procedures reduced

cognitive bias. Taking the partisan-motivated reasoning scenario in the absence of any procedure, the party
cue boosted support for the highway bill by 29.7% points. CBA reduced this spread to 18.8% point – a 10.9%
point reduction (t ≈ −3.90) – whereas reason-giving had almost no impact on subjects’ susceptibility to the
party cue (t ≈ −0.01). The disparity between CBA and reason-giving is less striking in the other scenarios.
Both CBA and reason-giving seem to lessen the influence of gain-loss framing, although the effect of CBA
was stronger. In the absence of any procedure, framing the competing options in terms of losses rather than
gains resulted in a 28.3% point jump in the proportion of subjects choosing the risky option. CBA pared this
effect by 9.5% points (t ≈ −2.26) and reason-giving by 4.4% points (t ≈ −1.05). With scope insensitivity,
CBA and reason-giving also both appear to mitigate cognitive bias, however their relative strengths are
flipped. In the absence of any procedure, the crop insurance scheme enjoyed 0.2% more support when it
created 2,500 as compared to 500 jobs. Reason-giving increased this difference by 10.1% points (t ≈ 1.92)
and CBA by 5.3% points (t ≈ 1.00). While with respect to framing and scope sensitivity, there only appears
to be statistical evidence for the efficacy of one procedure at conventional levels, it is worth noting that
the magnitudes are not hugely different. Neither the framing nor the scope-sensitivity experiments yield
conclusive statistical evidence for the superiority of one procedure over the other.

Our discussion of the experimental data has thus far focused on the first-order interaction between a
bias-inducing manipulation and a given procedural treatment, pooled across factors. Figure 5 sharpens the
analysis by looking at second-order interactions between a bias-inducing manipulation and the two procedural
treatments. The panel for gain-loss framing reveals that the effect of CBA on gain-loss framing is driven by a
powerful interaction between the two procedures. The other panels do not reveal any noteworthy second-order
interaction effects. Even so, one can make several general observations about the absolute, as opposed to
marginal, benefit of using both procedures. Whereas initially it appeared that at least one procedure always
helped with cognitive bias, Figure 5 shows that the combination of both procedures consistently served to
mitigate cognitive bias relative to no procedure. Together, CBA and reason-giving shrunk the partisan-
motivated reasoning scenario effect from 30.4% points in the no procedure condition to 19.8% points with
both procedures (t ≈ −2.67) and the gain-loss framing effect from 26.8% points in the no procedure condition
to 12.9% points with both procedures (t ≈ −2.29). It also heightened sensitivity to scope, widening the gap
in policy support from -5.0% points to 15.8% points (t ≈ −2.67).

While Figure 5 shows that the combination of both procedures brought consistent benefit relative to
the no procedure condition, it yielded less reliable marginal benefit over the “best” single procedure. Scope
sensitivity was the only bias where reason-giving was the best single procedure. Individuals assigned to
reason-giving grew 5.9% points more supportive of the policy when its benefits were multiplied fivefold.
Adding CBA increased the level of support by an additional 4.9% points. That increase, however, might be
due to chance (t ≈ 0.63). For the other two biases, CBA was the best single procedure. Telling respondents
assigned to CBA that the policy came from their side of the political aisle generated 18.1% points more
support. When assigned both procedures, the bias actually increased to 19.8% points (t ≈ 0.40). Gain-loss
framing was the only bias where the cocktail was clearly more potent than its strongest ingredient, reducing
the bias by a further 11.9% points (t ≈ −1.97).

In addition to the marginal benefits of both procedures over no procedure and both procedures over the
best single procedure, there is the closely related question of synergies between procedures. Does the total
add up to more or less than its parts? To study this, we estimate the following saturated model

Yi = β0 + β1τi + β2πCBA,i + β3τiπCBA,i + β4πRG,i + β5τiπRG,i + β6πCBA,iπRG,i + β7τiπCBA,iπRG,i + ϵi

where τi is, as before, an indicator variable for the bias-inducing treatment and πCBA,i is an indicator variable
for CBA and πRG,i is an indicator variable for reason-giving. This model is also estimated by ordinary least
squares using HC2 robust standard errors. The main effect, captured by β1, is once again the magnitude of
the cognitive bias in the absence of any procedure. The first-order interaction effects, captured by β3 and

groups π1,0 and π1,1, where the first procedure was assigned. The estimate of the effect of the first procedure, β3, is therefore
be a weighted average of two estimates of the sample average treatment effect (SATE). The first estimate can be obtained by
fitting the same model on π0,0 and π1,0 and is the SATE without the second procedure. The second estimate can be obtained
by fitting the same model onπ0,1 and π1,1 and is the SATE with the second procedure. β3 is the weighted average of these two
SATEs.
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β5, measure the attenuation of cognitive bias by CBA and reason-giving respectively. β3 + β5 + β7 is the
effect of both procedures on cognitive bias. The second-order interaction effect, captured by β7, indicates
the marginal contribution of carrying out both procedures. If β7 has the same sign as β3 and β5, it indicates
that the treatments have synergies and are more useful together than their components would be apart. If
the sign is opposite, it would imply antagonism and that the procedures are less than their parts.

The estimates of β3, β5, and β7 are plotted in the bottom panel of Figure 5. CBA and reason-giving
only have strong synergies in the gain-loss framing scenario. Those assigned to only CBA exhibit marginally
less sensitivity to framing than those assigned to no procedure (17.9% points v. 19.9% points). Those
assigned reason-giving actually proved slightly more sensitive to framing than those assigned to no procedure
(23.6% points v. 19.9% points). Yet the combination of both procedures reduced sensitivity to framing by a
whopping 15.6% points (t ≈ −1.86). For the other two biases, we have weak evidence for antagonism between
the procedures. With partisan motivated reasoning, CBA still has a similarly large effect as previously
appeared. For scope sensitivity, the combination of the two procedures performed very slightly worse than
the sum of its parts. For partisan-motivated reasoning, the combination of both procedures did not even
outperform CBA alone. In sum, then, there is evidence that reason-giving helped make CBA effective in
taming gain-loss framing. There is no evidence of any synergies between reason-giving and CBA when it
comes to countering partisan-motivated reasoning or scope insensitivity.

5 Differential Attrition
We now address the issue of differential attrition. Procedures are burdensome. A respondent who found the
procedural intervention too taxing or time-consuming might abandon the study before making a policy choice.
Such attrition threatens the internal validity of our findings. Suppose, for instance, that only respondents
that have above average numeracy complete the instrument if they are asked to do a cost-benefit analysis
before making a policy choice. Suppose further that those not asked to follow a procedure prior to making
a policy choice always do complete the survey instrument. Then, any disparity between the choices made
by those assigned to no procedure and those assigned to CBA could be due to differences between more and
less numerate respondents rather than the absence or presence of the procedures. The findings that seem
attributable to assignment could be due to selection on numeracy or other unobservable factors.

Recall that to minimize differential attrition, we equalized the burden across experimental conditions
by requiring respondents assigned to no procedure or to reason-giving alone to also perform a cost-benefit
evaluation after they had expressed their policy choices. Since all respondents do a cost-benefit analysis,
but some do it after making a policy selection, we can use data on survey completion to examine the
differential attrition issue. Indeed, it appears that the burden equalizing design choice functioned as intended.
Figure 6 shows the number of individuals who (a) were assigned to each procedural treatment condition, (b)
proceeded to make a policy choice, and (c) completed the experiments. There was almost no differential
attrition for the gain-loss framing scenario.16 The number of respondents who completed the experiment was
evenly distributed across all four possible procedural treatment conditions. Burden equalization also muted
differential attrition in the partisan-motivated reasoning and scope insensitivity scenarios to some degree.
Certainly, the differential attrition would have been much worse if we had ended the instrument just as soon
as respondents expressed a preference. Nevertheless, respondents in those experiments were still more likely
to give up if they were assigned to both CBA and reason-giving compared to any other procedural treatment
condition. The threat posed by differential attrition must therefore be taken seriously.

We begin by looking at the demographics of respondents across procedural treatment conditions for all
three scenarios. Figure 7 presents a balance plot comparing demographic covariates across conditions. These
covariates include age, education, gender, household income, and race and ethnicity. Each dot represents
the standardized difference in covariate means between the no procedure condition–which suffered very little
attrition–and one of the other conditions. The largest observed standardized difference in covariate means
is about 1/4 of a standard deviation. This imbalance occured for the scope insensitivity experiment, where
54% of the respondents assigned to reason-giving and CBA and who completed the experiment were male.

16In the initial run we did not equalize burdens, and there was differential attrition. An express warning at the start of the
experiment that some arithmetic would be required and that calculators were allowed may explain the absence of differential
attrition relative to the other two experimental scenarios.
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The same figure stands at 41% for respondents who were assigned to no procedure and who also completed
the experiment. First, a 13% point difference may look substantial but it is not an unusual observation given
that there are 315 standardized differences visualized in the plot. Second, and more critically, there is no
evidence of gender moderating either scope insensitivity or the effect of procedure on scope insensitivity (see
Appendix Tables A6, A10, and A11).

Covariate balance cannot rule out selection on unobservables. There could still be respondent character-
istics, unobserved by us and not captured by the demographic covariates considered above, that procedures
select for. One might then posit these characteristics, and not the procedural interventions, as the expla-
nation for any variance in outcomes. To explore this possibility, we re-run our preceding analysis on all
respondents who expressed a policy choice, including those who quit the experiment without finishing. Inclu-
sion of these respondents worsens differential attrition across procedural treatment conditions. It does not,
however, change the regression estimates by very much.17 It is therefore unlikely that differential attrition
accounts for our results.

17It may also be worthwhile to consider the differences in estimated treatment effects between the two runs of the gain-loss
framing experiment. Figure A1 shows that the confidence intervals around estimates from each run substantially overlap, and
the treatment effect estimates from individual runs are within the relatively tighter confidence intervals of the pooled estimates.
Table A12 confirms that the interaction of run and estimated treatment effect is never significant.
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6 Discussion
Conceptually, we describe administrative procedures as multifaceted, factorial interventions that, among
other purposes, strive to improve the rationality of public decisionmaking. We identify CBA and reason-
giving as two of the most important procedural interventions, especially in the US federal regulatory land-
scape. While some have proposed quantitative regulatory impact analysis as a general remedy for rationality
failures in policymaking, our perspective is more nuanced. To a degree, procedures can fix cognitive biases.
But if various procedures are imperfect substitutes with declining marginal benefits, then it is not obvious
under which circumstances each procedure provides a better fix than alternative procedures. We should not
generally presume that more procedures will bring sufficient benefit to justify their imposition, but rather
should think about the tailoring of procedures to the problems they might solve.

The experiments described above illustrate the principles of imperfect substitutability and declining
marginal benefit. CBA substantially diminished partisan-motivated reasoning whereas reason-giving did al-
most precisely nothing to alter this important bias. There was strong evidence that reason-giving diminished
scope sensitivity, while CBA appeared to do less. For gain-loss framing, the combination of both interven-
tions was needed for CBA to make a meaningful difference. It was the only bias where strong synergies were
found. For the other two biases the combination of both procedures was, if anything, mildly antagonistic;
there was no evidence of a marginal benefit to doing both procedures over doing the best procedure.

While we have designed these experiments to illustrate broader conceptual principles about procedural
interventions, it is tempting to think about how these experiments might translate into the practice of public
administration and public policy. And indeed, such extrapolation is sometimes necessary and desirable, since
it is virtually impossible to discern cognitive mistakes through purely observational studies (Rachlinski and
Farina 2002; Dudley and Xie 2022).18 But even so, caution must be exercised because the experimental
setting is quite far removed from actual policymaking. Real-world policymaking involves subject matter
experts who might deliberate in groups and who, in all likelihood, have stronger intrinsic–and extrinsic–
motivation than the typical survey respondent. These features of real-world policymaking could, singly or
simultaneously, vitiate any conclusion that might be drawn here. Still, it should be noted that insofar as
there has been experimental research on the impact of expertise, incentive, or group processes on cognitive
biases, these biases have proven to be quite prevalent and persistent (Tversky and Kahneman 1983; Guthrie,
Rachlinski, and Wistrich 2000; Englich and Mussweiler 2001; Holmgren et al. 2018; Enke et al. 2021; Kertzer
et al. 2022).19 Given the robustness of the underlying biases to the kinds of differences that might matter,
we reasonably expect the mitigating effects of procedures to operate quite similarly across individuals and
environments, although more research must be done to confirm those expectations.

A key advantage for experimental methods is that they can aid the development and testing of theories
with broader external validity and appeal than the narrower context on which they can be evaluated. Here,
we have articulated rough-and-ready general principles for thinking about procedural interventions, but going
further we can use similar experimental methods to test notions about when procedures will succeed and
when they will fail. Indeed, although the number of biases explored through our experiments is limited,
we can already formulate some tentative hypotheses about mechanisms. We regard it as axiomatic that
insofar as procedures fix cognitive biases, they must do so be because they alter the cognitive processes
that result in biased decisions. The literature on cognitive biases has commonly explained cognitive bias
by reference to a dual process theory of reasoning. The two processes are conventionally termed as System
1 and System 2 thinking (Stanovich 1999). On standard accounts, System 1 thinking is fast, intuitive,
and automatic whereas System 2 thinking is slow, deliberate, and controlled (Evans and Stanovich 2013).
System 1 thinking manifests in “[e]xperience based decisionmaking”, System 2 thinking, in “consequential
decisionmaking” (Evans and Stanovich 2013). Gain-loss framing has been attributed to an affective heuristic

18By approximating real world situations, experimental studies such as Nielsen and Moynihan (2017), Bellé, Cantarelli,
and Belardinelli (2018), Christiansen (2018), Baekgaard et al. (2019) are able to convincingly diagnose pathologies in public
decisionmaking. But such fidelity is not always feasible due to resource or logistical constraints. Our experimental design, for
example, requires the estimation of first and second-order interactions effects. The sample size required to detect moderate
interaction effects is in the thousands. Successfully recruiting thousands of policymakers and having them prepare sophisticated
CBAs is not a realistic plan.

19As Kertzer (2020) persuasively argues through a meta-analysis of hundreds of paired experiments, critics sometimes overstate
the distinction between elite and lay decisionmaking. Only 12% of the paired studies looked at found a difference in magnitude
between elite and ordinary samples and only 2% exhibited a difference in sign.
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typical of System 1 thinking (Cassotti et al. 2012; Gosling and Moutier 2019). People are emotionally
attracted to certain gains and emotionally averse to certain losses. We therefore select the gamble over
the sure-thing when the options are framed as losses and the sure-thing over the gamble when the same
alternatives are framed as gains. Scope insensitivity has also been characterized as the product of an affective
heuristic (Kahneman et al. 1999; Hsee and Rottenstreich 2004). People arrive at valuations through feeling
or by calculation. When we rely on feelings, we evoke mental representations of the prototypical example
of the things to be valued. Our valuations then become insensitive to scope because they are determined
by how we affectively value the prototype. Partisan-motivated reasoning too has been grounded in affective
processes (Lodge and Taber 2000; Redlawsk 2002; Bolsen, Druckman, and Cook 2014). We may have
accuracy or directional goals when forming opinions. That is, we may be motivated to reach the true or
correct conclusion or to confirm a specific, preconceived position. Partisanship can activate directional goals
that then alter how we evaluate new evidence or information.

Because the biases studied here are said to originate in System 1 thinking, one conjecture is that insofar
as procedure reduced cognitive bias, it did so by compelling System 2 thinking. But unlike gain-loss framing
and scope insensitivity, partisan-motivated reasoning also contaminates System 2 thinking. When intuitive
reasoning leads to the desired conclusion, the directional goal is achieved and the decisionmaker stops. But
when it does not, the decisionmaker transitions into a more deliberate mode of reasoning, seeking out favor-
able information and discounting contrary evidence (Redlawsk 2002; Kahan et al. 2017). Hence, it is not
enough, in the case of partisan-motivated reasoning, that procedure evokes more conscious and reflective
thought. It also has to neutralize the decisionmaker’s directional goals. This aspect of partisan motivated
reasoning potentially explains the contrasting impact of CBA and reason-giving. To all appearances, the
requirement to give reasons did not make respondents less directionally oriented. This is perhaps because
respondents had a vague but plausible reason to fall back on in justifying their partisan-motivated choice.20

The cost-benefit evaluation, on the other hand, called for attention to quantitative information about out-
comes and seems to have thereby oriented respondents towards accuracy. If this interpretation is correct,
then CBA does not only facilitate a more structured assessment of policy; it also transforms how people
process the available evidence or information. In so doing, it alleviates partisan-motivated bias in a way that
reason-giving cannot.

To further explore how CBA alters cognitive processes, it is also worth asking whether the debiasing
property of CBA depends on it being done properly. Recall that everyone in these experiments provides
some kind of cost-benefit analysis. The only question is whether they do the analysis before or after making a
policy choice. We code these analysis as either plausible or implausible depending on whether the calculations
are internally consistent.21 Respondents are then divided into subgroups based on the plausibility of their
completed evaluations. The proportion of respondents returning a plausible evaluation fluctuated across
experiments and was never high (see Table A9). Nonetheless, there were at least several hundred plausible
evaluations in each experiment and they were distributed quite evenly across experimental conditions. The
results by subgroup are plotted in Figure 8.

Visually, it seems that any effect CBA has on cognitive bias does not always depend on the plausibility
of the analysis itself. Implausible evaluations reduced gain-loss framing and partisan-motivated reasoning
to the same if not greater degree than plausible evaluations did. The exception is scope insensitivity where
plausible evaluations generated more support for the policy when it created five times the number of jobs
and implausible evaluations did not. Given limitations of statistical power, these observations are suggestive
rather than conclusive. But they imply that in the case of partisan-motivated reasoning, it is perhaps the
schema or mindset invoked by CBA that helps attenuate cognitive bias. On the other hand, the completion
of a plausible evaluation appears to be crucial for CBA to mitigate scope insensitivity. It is not immediately
obvious whether it is the amount of mental exertion or getting the arithmetic right that ultimately matters.
The two are correlated and our experiments were not designed to tease them apart. But it seems, at least,

20Christensen and Moynihan (2020) finds politicians to be more resistant to debiasing interventions than ordinary people. In
particular, asking politicians for justifications worsened motivated reasoning, a phenomenon the researchers suggest is facilitated
by the ability of experienced politicians to conjure up alternative considerations that marginalize the relevance of inconvenient
data.

21By internally consistent, we mean that the benefit of the policy was correctly monetized given subjects’ own valuations of
one unit of policy good, e.g. jobs, lives, commuting time. For example, if a respondent valued the creation of one job at $10, 000
and the benefit of a program creating 500 jobs at $5 million, their analysis is coded as plausible, while any other valuation such
as $0.5 billion, or “a lot” is not.
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that merely thinking in terms of costs and benefits is not enough to counteract the scope bias.
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Figure 8: CBA’s impact on cognitive bias conditional on completing internally mathematically consistent
(i.e. plausible) analysis.
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7 Conclusion
Administrative procedures can be characterized as costly, multifactorial, interventions that promise to im-
prove rationality in the public sphere. In this article, we have characterized qualitative reason-giving and
quantitative regulatory impact analyses as two of the most important procedural requirements in the modern
administrative state. While some reformers have extolled the benefits of CBA in disciplining bureaucratic
decisionmaking, the principles of imperfect substitutability and diminishing marginal contribution suggest
that procedural innovations have to be evaluated based on the threats they are supposed to neutralize and
the range of existing alternatives. We have shown experimentally that administrative procedures can miti-
gate some of the most well-known cognitive biases discussed in the literature. But the efficacy of any one
procedure depends on the bias one has in mind. One tentative hypothesis, grounded in the literature on
cognitive psychology, is that qualitative reason-giving can engender greater deliberation, but that itself may
be of scant use if the bias at issue also infects the way one assesses new information or evidence. Quantitative
CBA, on the other hand, might be more powerful in disrupting latent prejudices and orientations.

The practical implication of imperfect substitutability and diminishing marginal contribution is that a one-
size-fits-all solution to failures of rationality is not only too blunt but may also turn out to be unnecessarily
burdensome. Admittedly, the findings reported here do lend support to the notion that more procedure
produces better decisions. But if the experiments are anything to go by, better is not always that much
better. Moreover, assuming one were to engage in a cost-benefit analysis of CBA, our focus thus far has
largely been on the benefit side of the ledger. We have not paid much attention to the other side of the
ledger, but the costs of CBA are hardly trivial. Indeed, the direct cost of producing such analyses easily
runs into the millions of dollars (Boardman et al. 2018), and perhaps much higher if one takes into account
the indirect costs such as welfare losses from delayed regulation. The costs of CBA are therefore quite likely
to exceed those of reason-giving which, according to these experiments, may also do an impressive amount
to reduce cognitive biases.

Future work can build on our experiments here along several discrete directions. A natural question is how
enhancing the verisimilitude of the experiments would change our findings. Possible dimensions for increased
realism include elite samples of real regulators and policymakers,22 group discussion and deliberation, and
some form of penalty for making biased decisions. While we do not expect the results to flip, we believe
that further research in this direction is certainly desirable and worthwhile. There are also many other
cognitive biases we have not examined, some rooted in phenomena besides affective or directional reasoning.
Expanding the research horizon to include them could shed greater insight into the mechanisms underlying
when and why procedures mitigate cognitive biases.

Finally, the experimental methods we propose here are useful for evaluation in a broad and conceptual
sense, but could also be used to think more creatively about the design of procedures. Full-fledged cost-
benefit analysis can be decomposed into a number of steps, including identification of benefits and costs,
quantification of the number of units created, monetization of the value of these units, aggregation of the
benefits and costs into total costs and total benefits, and comparison of benefits and costs. Depending
on the national or policy context, some or all of these steps may be omitted. It is possible that most
of the decisional benefits come from the first two steps–identification and quantification–whereas much of
the economic costs and political controversy surrounding CBA stem from the latter three. Adopting an
experimental approach to the study of administrative procedures can help us design more robust, cheaper
and less onerous procedures for making policymaking smarter.
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Appendices
A.1 DiD models without controls

Table A1: Framing models corresponding to figures presented in text.

(1) (2) (3) (4)
Lives Saved:CBA −0.095∗∗ (0.042)
Lives Saved:Reasons −0.044 (0.042)
Lives Saved:Both −0.139∗∗ (0.061) −0.119∗∗ (0.060)
Lives Saved 0.283∗∗∗ (0.029) 0.257∗∗∗ (0.030) 0.268∗∗∗ (0.042) 0.248∗∗∗ (0.042)
CBA 0.127∗ (0.070)
Reasons 0.059 (0.070)
Both 0.186∗ (0.099) 0.091 (0.099)
Constant 0.213∗∗∗ (0.049) 0.247∗∗∗ (0.049) 0.199∗∗∗ (0.070) 0.294∗∗∗ (0.070)
Observations 1,975 1,975 1,007 982
F Statistic 43.479∗∗∗ (df = 3; 1971) 41.891∗∗∗ (df = 3; 1971) 16.355∗∗∗ (df = 3; 1003) 16.939∗∗∗ (df = 3; 978)

(3) compares both procedures versus none, while (4) compares both versus whichever of CBA and reason
giving did more to reduce cognitive bias.

Table A2: Partisan models corresponding to figures presented in text.

(1) (2) (3) (4)
Copartisan Proposal:CBA −0.109∗∗∗ (0.028)
Copartisan Proposal:Reasons −0.0003 (0.028)
Copartisan Proposal:Both −0.106∗∗∗ (0.040) 0.017 (0.042)
Copartisan Proposal 0.297∗∗∗ (0.019) 0.247∗∗∗ (0.019) 0.304∗∗∗ (0.026) 0.181∗∗∗ (0.029)
CBA 0.164∗∗∗ (0.045)
Reasons −0.012 (0.045)
Both 0.153∗∗ (0.066) 0.008 (0.067)
Constant 0.136∗∗∗ (0.031) 0.219∗∗∗ (0.032) 0.150∗∗∗ (0.044) 0.296∗∗∗ (0.046)
Observations 4,679 4,679 2,273 2,170
F Statistic 109.519∗∗∗ (df = 3; 4675) 104.390∗∗∗ (df = 3; 4675) 59.242∗∗∗ (df = 3; 2269) 28.215∗∗∗ (df = 3; 2166)

(3) compares both procedures versus none, while (4) compares both versus whichever of CBA and reason
giving did more to reduce cognitive bias.

Table A3: Scope models corresponding to figures presented in text.

(1) (2) (3) (4)
5 × Jobs:CBA 0.053 (0.052)
5 × Jobs:Reasons 0.101∗ (0.053)
5 × Jobs:Both 0.158∗∗ (0.076) 0.049 (0.077)
5 × Jobs 0.002 (0.037) −0.018 (0.036) −0.050 (0.051) 0.059 (0.053)
CBA −0.027 (0.084)
Reasons −0.136 (0.084)
Both −0.166 (0.123) −0.018 (0.126)
Constant 0.694∗∗∗ (0.057) 0.741∗∗∗ (0.056) 0.764∗∗∗ (0.078) 0.616∗∗∗ (0.084)
Observations 1,171 1,171 566 534
F Statistic 2.048 (df = 3; 1167) 1.737 (df = 3; 1167) 2.701∗∗ (df = 3; 562) 2.401∗ (df = 3; 530)

(3) compares both procedures versus none, while (4) compares both versus whichever of CBA and reason
giving did more to reduce cognitive bias.
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A.2 DiD models with controls

Table A4: Framing Models with Controls.

Framing
(1) (2) (3) (4)

Lives Saved:CBA −0.106∗∗ (0.042)
Lives Saved:Reasons −0.036 (0.043)
Lives Saved:Both −0.148∗∗ (0.062) −0.144∗∗∗ (0.051)
Lives Saved 0.298∗∗∗ (0.029) 0.263∗∗∗ (0.030) 0.278∗∗∗ (0.043) 0.281∗∗∗ (0.024)
CBA 0.155∗∗ (0.070)
Reasons 0.055 (0.070)
Both 0.217∗∗ (0.102) 0.162∗∗ (0.082)
Male −0.008 (0.022) −0.008 (0.022) 0.011 (0.032) −0.008 (0.022)
Age −0.003∗∗∗ (0.001) −0.003∗∗∗ (0.001) −0.003∗∗∗ (0.001) −0.003∗∗∗ (0.001)
Constant 0.356∗∗ (0.144) 0.403∗∗∗ (0.145) 0.202 (0.240) 0.395∗∗∗ (0.140)
Ethnicity Controls Yes Yes Yes Yes
Hispanic Controls Yes Yes Yes Yes
Party Controls Yes Yes Yes Yes
Education Controls Yes Yes Yes Yes
HHI Controls Yes Yes Yes Yes
Observations 1,916 1,916 976 1,916
F Statistic 6.307∗∗∗ (df = 34; 1881) 6.127∗∗∗ (df = 34; 1881) 2.477∗∗∗ (df = 34; 941) 6.552∗∗∗ (df = 34; 1881)

(3) compares both procedures versus none, while (4) compares both versus any.

Table A5: Partisan Models with Controls.

Partisan
(1) (2) (3) (4)

Copartisan Proposal:CBA −0.107∗∗∗ (0.028)
Copartisan Proposal:Reasons 0.008 (0.028)
Copartisan Proposal:Both −0.091∗∗ (0.040) −0.051 (0.033)
Copartisan Proposal 0.297∗∗∗ (0.019) 0.243∗∗∗ (0.019) 0.303∗∗∗ (0.026) 0.259∗∗∗ (0.016)
CBA 0.159∗∗∗ (0.045)
Reasons −0.024 (0.045)
Both 0.131∗∗ (0.064) 0.095∗ (0.054)
Male 0.079∗∗∗ (0.014) 0.079∗∗∗ (0.014) 0.080∗∗∗ (0.020) 0.079∗∗∗ (0.014)
Age −0.003∗∗∗ (0.0004) −0.003∗∗∗ (0.0004) −0.003∗∗∗ (0.001) −0.003∗∗∗ (0.0004)
Constant 0.212∗∗ (0.085) 0.292∗∗∗ (0.085) 0.149 (0.130) 0.261∗∗∗ (0.083)
Ethnicity Controls Yes Yes Yes Yes
Hispanic Controls Yes Yes Yes Yes
Party Controls Yes Yes Yes Yes
Education Controls Yes Yes Yes Yes
HHI Controls Yes Yes Yes Yes
Observations 4,540 4,540 2,209 4,540
F Statistic 19.746∗∗∗ (df = 32; 4507) 19.248∗∗∗ (df = 32; 4507) 10.267∗∗∗ (df = 32; 2176) 19.348∗∗∗ (df = 32; 4507)

(3) compares both procedures versus none, while (4) compares both versus any.
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Table A6: Scope Models with Controls.

Scope
(1) (2) (3) (4)

5 × Jobs:CBA 0.047 (0.051)
5 × Jobs:Reasons 0.123∗∗ (0.050)
5 × Jobs:Both 0.190∗∗∗ (0.072) 0.109∗ (0.061)
5 × Jobs −0.003 (0.035) −0.037 (0.035) −0.058 (0.049) −0.003 (0.029)
CBA −0.031 (0.080)
Reasons −0.163∗∗ (0.079)
Both −0.223∗∗ (0.113) −0.109 (0.099)
Male 0.009 (0.026) 0.011 (0.026) 0.003 (0.038) 0.007 (0.026)
Age −0.005∗∗∗ (0.001) −0.005∗∗∗ (0.001) −0.007∗∗∗ (0.001) −0.005∗∗∗ (0.001)
Constant 1.034∗∗∗ (0.148) 1.085∗∗∗ (0.149) 1.171∗∗∗ (0.226) 1.038∗∗∗ (0.145)
Ethnicity Controls Yes Yes Yes Yes
Hispanic Controls Yes Yes Yes Yes
Party Controls Yes Yes Yes Yes
Education Controls Yes Yes Yes Yes
HHI Controls Yes Yes Yes Yes
Observations 1,136 1,136 547 1,136
F Statistic 5.175∗∗∗ (df = 34; 1101) 5.289∗∗∗ (df = 34; 1101) 3.916∗∗∗ (df = 34; 512) 5.276∗∗∗ (df = 34; 1101)

(3) compares both procedures versus none, while (4) compares both versus any.

3

Electronic copy available at: https://ssrn.com/abstract=3918091



A.3 DDD models

Table A7: DDD Models without controls.

Framing Partisan Scope
(1) (2) (3)

Cognitive Treatment:CBA −0.020 (0.059) −0.123∗∗∗ (0.039) 0.063 (0.072)
Cognitive Treatment:Reasons 0.037 (0.058) −0.018 (0.038) 0.109 (0.073)
Cognitive Treatment:Both −0.156∗ (0.084) 0.035 (0.056) −0.014 (0.105)
Both 0.071 (0.139) 0.031 (0.091) 0.026 (0.169)
Cognitive Treatment 0.268∗∗∗ (0.042) 0.304∗∗∗ (0.026) −0.050 (0.051)
CBA 0.095 (0.099) 0.145∗∗ (0.064) −0.044 (0.112)
Reasons 0.020 (0.097) −0.023 (0.062) −0.148 (0.115)
Constant 0.199∗∗∗ (0.070) 0.150∗∗∗ (0.044) 0.764∗∗∗ (0.078)
Observations 1,975 4,679 1,171
F Statistic 21.579∗∗∗ (df = 7; 1967) 48.450∗∗∗ (df = 7; 4671) 1.491 (df = 7; 1163)

Table A8: DDD Models with controls.

Framing Partisan Scope
(1) (2) (3)

Cognitive Treatment:CBA −0.033 (0.060) −0.126∗∗∗ (0.039) 0.063 (0.069)
Cognitive Treatment:Reasons 0.044 (0.059) −0.015 (0.038) 0.135∗ (0.070)
Cognitive Treatment:Both −0.153∗ (0.085) 0.047 (0.056) −0.023 (0.101)
Both 0.068 (0.140) 0.004 (0.090) 0.068 (0.161)
Cognitive Treatment 0.281∗∗∗ (0.043) 0.302∗∗∗ (0.026) −0.068 (0.049)
CBA 0.127 (0.100) 0.153∗∗ (0.063) −0.070 (0.106)
Reasons 0.019 (0.098) −0.023 (0.061) −0.195∗ (0.109)
Male −0.007 (0.022) 0.078∗∗∗ (0.014) 0.008 (0.026)
Age −0.003∗∗∗ (0.001) −0.003∗∗∗ (0.0004) −0.005∗∗∗ (0.001)
Constant 0.337∗∗ (0.152) 0.229∗∗ (0.090) 1.120∗∗∗ (0.159)
Ethnicity Controls Yes Yes Yes
Hispanic Controls Yes Yes Yes
Party Controls Yes Yes Yes
Education Controls Yes Yes Yes
HHI Controls Yes Yes Yes
Observations 1,916 4,540 1,136
F Statistic 6.184∗∗∗ (df = 38; 1877) 17.804∗∗∗ (df = 36; 4503) 4.834∗∗∗ (df = 38; 1097)
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A.4 Plausible and Implausible CBA

Table A9: Differential Effects for Plausible and Implausible Analyses. See manuscript for a discussion of
how we define plausibility.

Framing Partisan Scope
Cognitive Treatment:CBA −0.067 (0.074) −0.122∗ (0.072) −0.056 (0.076) −0.101∗∗∗ (0.032) 0.050 (0.140) −0.053 (0.070)
Cognitive Treatment 0.318∗∗∗ (0.052) 0.241∗∗∗ (0.054) 0.243∗∗∗ (0.051) 0.288∗∗∗ (0.022) 0.058 (0.090) 0.059 (0.048)
CBA 0.108 (0.119) 0.202∗ (0.113) 0.048 (0.117) 0.145∗∗∗ (0.051) 0.009 (0.208) 0.118 (0.110)
Constant 0.141∗ (0.084) 0.278∗∗∗ (0.084) −0.030 (0.075) 0.200∗∗∗ (0.035) 0.374∗∗∗ (0.139) 0.698∗∗∗ (0.074)
Subgroup Plausible Implausible Plausible Implausible Plausible Implausible
Observations 634 698 576 3,480 220 525
F Statistic 20.311∗∗∗ (df = 3; 630) 8.907∗∗∗ (df = 3; 694) 11.280∗∗∗ (df = 3; 572) 80.769∗∗∗ (df = 3; 3476) 0.851 (df = 3; 216) 0.983 (df = 3; 521)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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A.5 Heterogenous Effects by Gender

Table A10: Models looking for heterogenous effects by gender with respect to the reason-giving treatment.

Dependent variable:
Framing Partisan Scope

(1) (2) (3)
Cognitive Treatment:Reasons −0.062 (0.053) 0.003 (0.039) 0.130∗ (0.073)
Cognitive Treatment:Male −0.028 (0.052) −0.041 (0.039) 0.053 (0.072)
Reasons:Male −0.079 (0.120) 0.031 (0.088) 0.034 (0.167)
Cognitive Treatment:Reasons:Male 0.010 (0.076) −0.008 (0.056) −0.062 (0.106)
Cognitive Treatment 0.216∗∗∗ (0.037) 0.269∗∗∗ (0.027) −0.043 (0.048)
Reasons 0.163∗ (0.084) −0.027 (0.063) −0.152 (0.117)
Male 0.088 (0.083) 0.142∗∗ (0.062) −0.035 (0.112)
Constant 0.262∗∗∗ (0.058) 0.144∗∗∗ (0.044) 0.758∗∗∗ (0.075)
Observations 2,537 4,679 1,170
F Statistic 13.651∗∗∗ (df = 7; 2529) 51.548∗∗∗ (df = 7; 4671) 1.062 (df = 7; 1162)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table A11: Models looking for heterogenous effects by gender with respect to the reason-giving treatment.

Dependent variable:
Framing Partisan Scope

(1) (2) (3)
Cognitive Treatment:CBAs −0.108∗ (0.056) −0.132∗∗∗ (0.039) 0.081 (0.073)
Cognitive Treatment:Male −0.070 (0.048) −0.068∗ (0.038) 0.054 (0.072)
CBA:Male −0.203 (0.124) −0.040 (0.088) 0.039 (0.167)
Cognitive Treatment:CBA:Male 0.133∗ (0.078) 0.053 (0.056) −0.062 (0.106)
Cognitive Treatment 0.223∗∗∗ (0.033) 0.332∗∗∗ (0.027) −0.021 (0.048)
CBA 0.206∗∗ (0.088) 0.178∗∗∗ (0.063) −0.044 (0.116)
Male 0.119 (0.076) 0.174∗∗∗ (0.060) −0.041 (0.112)
Constant 0.268∗∗∗ (0.052) 0.049 (0.043) 0.712∗∗∗ (0.077)
Observations 2,537 4,679 1,170
F Statistic 13.551∗∗∗ (df = 7; 2529) 54.023∗∗∗ (df = 7; 4671) 1.151 (df = 7; 1162)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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A.6 Inter-wave and Completion Comparisons

Figure A1: Differences in estimated effects of procedures across waves of the framing experiment.
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Table A12: Models comparing interactions of wave one and wave two of the framing experiments with
procedures.

cba reasons compound-none compound-any
(1) (2) (3) (4)

Cognitive Treatment:CBA 0.015 (0.088)
Cognitive Treatment:Reasons −0.088 (0.086)
Cognitive Treatment:Both −0.035 (0.125) 0.062 (0.109)
Cognitive Treatment:Wave 0.091∗∗ (0.035) 0.045 (0.038) 0.030 (0.050) 0.086∗∗∗ (0.031)
Cognitive Treatment:CBA:Wave −0.059 (0.056)
Cogntiive Treatment:Reasons:Wave 0.040 (0.055)
Cognitive Treatment:Both:Wave −0.044 (0.080) −0.102 (0.070)
CBA:Wave 0.047 (0.092)
Reasons:Wave −0.093 (0.090)
Both:Wave −0.022 (0.128) 0.056 (0.112)
Cognitive Treatment 0.112∗∗ (0.055) 0.163∗∗∗ (0.060) 0.200∗∗∗ (0.076) 0.108∗∗ (0.048)
CBA 0.058 (0.144)
Reasons 0.198 (0.141)
Both 0.210 (0.199) 0.043 (0.175)
Wave −0.114∗ (0.059) −0.045 (0.063) −0.031 (0.081) −0.103∗∗ (0.051)
Male −0.005 (0.014) −0.003 (0.014) −0.009 (0.020) −0.004 (0.014)
Age −0.002∗∗∗ (0.0004) −0.002∗∗∗ (0.0004) −0.002∗∗∗ (0.001) −0.002∗∗∗ (0.0004)
Constant 0.479∗∗∗ (0.121) 0.402∗∗∗ (0.127) 0.146 (0.176) 0.493∗∗∗ (0.113)
Ethnicity Controls Yes Yes Yes Yes
Hispanic Controls Yes Yes Yes Yes
Party Controls Yes Yes Yes Yes
Education Controls Yes Yes Yes Yes
HHI Controls Yes Yes Yes Yes
Observations 4,724 4,724 2,447 4,724
F Statistic 8.834∗∗∗ (df = 38; 4685) 8.629∗∗∗ (df = 38; 4685) 4.756∗∗∗ (df = 38; 2408) 8.988∗∗∗ (df = 38; 4685)

Figure A2: Differences in estimated effects of procedures across waves of the framing experiment with varying
levels of completeness.
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A.7 Power Analyses
The following figures represent the results of our simulation studies used to determine the probability of
finding a significant effect given variation in sample size. Each study is run in a similar fashion. How a
respondent responds to an experimental condition is modeled as a Bernoulli random variable with parameter
p (i.e. a biased coin-toss). We posit a true propensity depending on experimental treatment conditions. For
example, following @Tversky1981 we suppose when framed as losses 70% will prefer the risk choice (p = 0.7)
while when framed as losses 40% will (p = 0.7).23 The baseline effect is 0.4 and if we posit a 50% reduction
through some procedure, that implies the gap between losses and gains should be 20% points. In these
simulation studies, we always keep the hypothetical true proportions symmetric around the midpoint in
the baseline results,24 so given a procedural treatment p = 0.4 under gain framing and p = 0.6 under loss
framing. This implies an overall true equation of p = 0.3 + 0.4 · τ + 0.1 · π − 0.2 · π · τ , in the notation of
the manuscript. With true effects positive, to run a single simulated experiment, we only need to know how
many draws from each experimental block, i.e. combination of factors and levels. We focused our power
analysis on the interaction of one procedure and one treatment, so the goal was to find the effect of single
interaction. The overal sample size in a single "simulation’ experiment was 22 times the block size, whereas
in the real study we have a 22 for one procedure and a 22 for the second procedure. The triple interaction
of two procedures and bias was not the target of power analysis. We supposed that each procedure would
need its own sufficiently powered study, and then the factorial structure would give us additional power
against the one procedure if the other did nothing. We ran each simulation experiment 2,000 times for each
hypothetical block size and determined the proportion of studies finding a significant interaction between
procedure and cognitive treatment. This "power" as a function of block size depending on true interaction
size is plotted on the y-axis.

23The exact baseline effects were keyed to either reported results or our pilots, so the simulation results from framing and
partisan reasoning are in fact different, although the difference is subtle. The similarity is because our baseline effects had
similar magnitudes, although the highway program was uniformly more popular than the risky choice.

24We anticipated the possibility that procedures may influence risk aversion or base-line support for the policies independent,
so that the bias reduction might not be evenly distributed, however we did make this assumption for the sake of simplification
in these anylses
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Figure A3: Supposing that procedure reduces framing effect by 50%

Figure A4: Supposing that procedure reduces framing effect by 40%
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Figure A5: Supposing that procedure reduces framing effect by 30%

Figure A6: Supposing that procedure indcues a 20% scope sensitivity
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Figure A7: Supposing that procedure indcues a 15% scope sensitivity

Figure A8: Supposing that procedure indcues a 10% scope sensitivity
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Figure A9: Supposing that procedure reduces partisan reasoning effect by 50%

Figure A10: Supposing that procedure reduces partisan reasoning effect by 40%

13

Electronic copy available at: https://ssrn.com/abstract=3918091



Figure A11: Supposing that procedure reduces partisan reasoning effect by 30%
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