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A Modified Artificial Bee Colony Algorithm for the Dynamic Ride-hailing
Sharing Problem

Abstract

Ride-hailing sharing involves grouping ride-hailing customers with similar trips and time
schedules to share the same ride-hailing vehicle to reduce their total travel cost. With the
current information and communication technology, ride-hailing customers and drivers can be
matched in real-time via a ride-hailing platform. This paper formulates a dynamic ride-hailing
sharing problem that simultaneously maximizes the number of served customers, minimizes
the travel cost and travel time ratios, and considers the capacity, time window, and travel cost
constraints. The travel cost ratio is the ratio of actual passengers’ fare to the passengers’ fare
without ride-hailing sharing, whereas the travel time ratio is defined as the actual travel time
(including waiting time) over the maximum allowable travel time. To solve the dynamic
problem, it is divided into many small and continuous static subproblems with an equal time
interval. Each subproblem is solved by a modified artificial bee colony (MABC) algorithm
with path relinking, while the contraction hierarchies and vantage point tree are used to
determine the shortest path and accelerate the algorithm, respectively. Problem properties and
the performance of the proposed solution method are demonstrated using large-scale real-time
data from Didi that is the largest ride-hailing company in China. The proposed method is shown
to outperform the benchmark, i.e., greedy randomized adaptive search procedure (GRASP)
with path relinking. The proposed method also performs better when the length of each time
interval is longer, and the tolerance for the incremental travel time caused by detours is higher.
We also demonstrate that (a) considering both travel cost and travel time ratios in the objective
can achieve a better sharing percentage, and balance the increase in the travel time ratio and
the decrease in the travel cost ratio compared with the objective that misses either travel time
or the travel cost ratio; and (b) the passengers can gain a large out-of-pocket cost saving in the
case of ride-hailing sharing while enduring a relatively small increase in travel time compared
with the case without ride-hailing sharing.

Keywords: Dynamic ride-hailing sharing; artificial bee colony algorithm; path relinking;
vantage point tree.

1. Introduction

With the development of social economy and motorization, increasing traffic congestion in
urban road networks, finite oil supplies, and environmental pollution have aroused great
attention from the public. According to Jensen (2005) and Santos et al. (2011), the private car
occupancy rates (the number of travelers per vehicle) are quite low in both Europe and the US,
reaching 1.8 persons per vehicle for leisure trips and 1.1 for commuting trips. The low
occupancy rate has led to a huge waste of social resources. The annual cost of wasted time and
fuel caused by traffic congestion in the US was approximately 160 billion dollars in 2015
(Schrank et al., 2015). Moreover, greenhouse gases emitted by vehicles have increased more
than double since 1970, while the annual greenhouse emissions were still growing (IPCC,
2015). Another issue is that more travelers choose ride-hailing services (e.g., Didi, Uber, and
Lyft) for convenience with an increase in income. The supply of ride-hailing vehicles usually
does not meet the travel demand during peak hours, and consequently, travelers have to wait
for a long time before using the services or abandon the services and shift to other modes.

One solution to the above problems is ride-hailing sharing. Ride-hailing sharing is a type of
ride-hailing service that groups the customers with similar trips and time schedules to share the
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same ride-hailing vehicle, which can consequently reduce the total driving distance and fuel
cost of the vehicles and increase the vehicle occupancy rate. Ride-hailing sharing services have
been provided by private companies such as Didi, Uber, Lyft, etc. in recent years and proved
that both the passengers and drivers could benefit from these services. The passengers with
loose travel time windows can receive compensation as a return of the increase in travel time,
while ride-hailing drivers can serve more passengers and earn more during their available
working time. As a real-time service that connects multiple passengers and ride-hailing drivers,
the operations of ride-hailing sharing require a third-party platform to provide technical support,
including collecting the travel information of ride-hailing drivers and customers (e.g., current
locations and customers’ preferences) and matching the requests of ride-hailing customers with
the vehicles. With the increasing smartphone penetration rate and the development of wireless
communication technology, both ride-hailing drivers and customers can access information
timely and accurately to implement ride-hailing sharing.

Dynamic ride-hailing sharing problems with different objectives have been studied in the
literature. The commonly adopted objectives include maximizing the number of served
customers and minimizing the travel time (distance or delay). Moreover, passengers’ travel cost
is a critical measure when providing ride-hailing sharing services as it often influences whether
travelers choose to share rides or not. Santos and Xavier (2015) formulated it in the form of
the travel cost ratio, which is the ratio of actual passengers’ travel cost to the passengers’ travel
cost without ride-hailing sharing. However, using the travel cost ratio in the objective function
does not prevent the travel time increment due to the detour caused by ride-hailing sharing to
be acceptable by passengers. Therefore, we formulate a new dynamic ride-hailing sharing
problem that simultaneously maximizes the number of served customers, and minimizes the
travel cost and travel time ratios, where the travel time ratio is defined as the actual travel time
(including waiting time) over the maximum allowable travel time. To solve the dynamic
problem, it is divided into many small and continuous static subproblems with an equal time
interval. Each subproblem is solved by a modified artificial bee colony (MABC) algorithm
with path relinking, while the contraction hierarchies and vantage point tree are used to
determine the shortest path and accelerate the algorithm, respectively. Problem properties and
the performance of the proposed solution method are demonstrated using large-scale real-time
data from Didi.

The main contributions of this paper can be summarized as follows:

e We present a novel dynamic ride-hailing sharing problem that simultaneously
maximizes the weighted number of served customers, minimizes the weighted sum
of travel cost and travel time ratios, and considers the constraints of capacity, time
window, and travel cost. This problem considers both the travel cost and travel time
in the objective function, since two of the most important factors that affect taking
ride-hailing sharing service is the cost and time.

e  We divide the problem into many small and continuous static subproblems with an
equal time interval. We propose a new solution method based on the MABC algorithm
to solve the subproblem. To accelerate the solution search, we use the vantage-point
(VP) tree to narrow the solution search space of each request by identifying the ride-
hailing vehicles near the pickup point of the passengers within a pre-defined radius.
The overall solution approach is proved to be efficient in solving large-scale ride-
hailing sharing problems.
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e Based on real ride-hailing data, we illustrate the performance of the proposed solution
approach and show that our approach is more effective than the existing solution
method proposed by Santos and Xavier (2015) for the dynamic ride-hailing sharing
problem.

The remainder of this paper is organized as follows. In Section 2, we provide an in-depth
literature review to show the research gaps. In Section 3, we describe the dynamic ride-hailing
sharing problem and formulate the static subproblem. Section 4 proposes the MABC algorithm.
Section 5 presents the computational results. Finally, Section 6 concludes the paper and
provides an outlook on future research.

2. Literature Review

In the literature, the ride-hailing sharing problem can be regarded as a variant of the dial-a-ride
problem (DARP). The DARP aims to determine vehicle routes and schedules for the users who
specify requests with pickup and delivery locations (Cordeau and Laporte, 2007) and has
various applications, including freight transportation (e.g., Dumas et al., 1991), and elderly or
disabled personnel transportation (e.g., Madsen et al., 1995; Melachrinoudis et al., 2007,
Beaudry et al., 2010). There are two differences between the DARP and the ride-hailing sharing
problem. First, dial-a-ride vehicles start from the depot(s) to pick up passengers in the DARP,
while the start locations of ride-hailing vehicles can be anywhere in the ride-hailing sharing
problem. Second, besides the time window constraint that the DARP focuses on, the ride-
hailing sharing problem requires considering the travel cost (fare) constraint for each passenger
to ensure that the out-of-pocket cost of each passenger is lower in a shared vehicle than a non-
shared vehicle. It is noted that in the literature, the taxi sharing problem is a special type of the
ride-hailing sharing problem, in which the ride-hailing sharing services may include not only
taxis but also private cars (e.g., Didi).

Ho et al. (2018) pointed out that the DARP problem could be classified into four categories:
static-deterministic, static-stochastic, dynamic-deterministic, and dynamic-stochastic. If the
existing plans can (cannot) be modified when new information enters the system, the problem
is dynamic (static). If the information received is certain (is unknown or uncertain) when
making a decision, the problem is deterministic (stochastic). The ride-hailing sharing problem
is a dynamic-deterministic problem. As ride-hailing customers who are willing to share a ride
always want to match a ride-hailing vehicle as soon as possible and their requests can enter the
system at random times, they often match drivers on very short notice. Previous studies have
adopted several strategies to deal with the dynamic nature of the ride-hailing sharing problem.
One strategy is that the model processes a request immediately after the system receives the
request (Ma et al., 2013). Though the customers can get feedback in a short time, this strategy
usually provides “shortsighted” solutions as it does not consider the influence of near-future
requests, and thus leads to poor solution quality. Another strategy is to adopt the rolling horizon
strategy, in which the solutions are determined using all known information within a planning
horizon, but the final decisions have not been made until necessitated by a deadline of the
requests (Agatz et al., 2011). This strategy can obtain a better solution than the first strategy as
it considers more information, but the customers require longer time waiting for the final
matching results. To balance the waiting time for matching results and solution quality, this
study adopts the strategy that the dynamic problem is divided into small continuous static
subproblems (Santos and Xavier, 2015; Alonso-Mora et al., 2017). Each static subproblem
handles a scene corresponding to a specific time interval. This strategy can handle multiple
requests simultaneously, and the time interval we set is short enough such that the customers
do not wait too long for receiving feedback.
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Table 1 Characteristics for representative DARPs and ride-hailing sharing problems

Reference  Type Objective(s) Constraint(s)’ Scenario Solution method(s)
Psaraftis DARP  Minimize a weighted sum of the total ~ Capacity and D/S Dynamic programming
(1980) travel time and dissatisfaction of MPS
customers
Jaw et al. DARP  Minimize a weighted sum of Time and capacity S Advanced dial-a-ride
(1986) disutility to the system’s customers with time windows
and of operator costs (ADARTW) heuristic
Madsenet DARP  Multiple objectives’ Time and capacity D REBUS heuristic
al. (1995)
Horn DARP  Minimize total travel time while Time and capacity D L2sched system
(2002) maximizing ridership using a
weighted sum approach
Attanasio DARP  Minimize total routing cost Time and capacity D Tabu search
etal.
(2004)
Coslovich  DARP  Maximize the number of served Time D Two-phase insertion
et al. customers technique
(2006)
Beaudryet DARP  Minimize a weighted sum of total Time and capacity D Two-phase heuristic
al. (2010) travel time, total lateness, and total procedure
earliness
Schildeet DARP  Minimize the sum of tardiness, Time and capacity D Metaheuristic solution
al. (2014) earliness, and travel time violations approaches based on
dynamic variable
neighborhood search
Ma et al. RHSP Minimize the total travel Time, capacity, D Dual-side vehicle
(2013, distance and cost searching algorithm
2015)
Santosand RHSP  Maximize the number of served Time, capacity, D GRASP with path
Xavier requests while minimizing the travel ~ and cost relinking
(2015) cost ratio
Jungetal. RHSP Time and capacity D Nearest vehicle
(2016) Minimize total passenger travel dispatch algorithm/
times; maximize system profit Insertion heuristic/
Hybrid Simulated
Annealing
Alonso- RHSP Minimize the travel delay of all Time and capacity D Greedy assignment
Mora et al. passengers while maximizing the with Mosek and
(2017) number of served requests parallel computing
Sayarshad DARP  Maximize social welfare Capacity D A novel dynamic
and Gao optimization
(2018) algorithm with a
Markov decision
process
Wang etal. RHSP Minimize travel time Time, capacity, D A greedy strategy
(2018) and cost
Liang etal. DARP  Maximize revenue, the number of Time and capacity D A customized
(2020) matched customers while minimizing Lagrangian relaxation
the fuel cost and delay algorithm
This paper RHSP Maximize the weighted number of Time, capacity, D Rolling horizon
served customers while minimizing and cost approach with MABC
the weighted sum of the travel cost and path relinking

ratio and the travel time ratio

Note: RHSP = Ride-hailing sharing problem, MPS = maximum position shift (i.e., the maximum difference
between the position of a customer in the sequence of deliveries/pickups and the first-come-first-served position
of that customer in the initial list of requests); D = dynamic problem, S = static problem, D/S = dynamic problem
and static problem; 1: The objective is formed by the mixture of objectives choosing from minimizing total driving
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time, minimizing the number of vehicles, minimizing total waiting time, minimizing the deviation from promise
service, and minimizing the total cost of operation of the vehicles. 2: time constraints refer to time window
constraints, and cost constraints refer to travel cost constraints.

Table 1 summarizes the characteristics of the existing DARPs and ride-hailing sharing
problems in the literature in terms of the problem type, design objectives, design constraints,
operational scenarios, and solution methods. It can be seen that ride-hailing sharing problems
have been studied in recent years, while DARPs have a long history. Different from the
conventional DARPs, the ride-hailing sharing problem includes the passengers’ travel cost (i.e.,
fare or out-of-pocket) into constraints to control the expense of each passenger on the trip due
to the detour caused by ride-hailing sharing (e.g., Ma et al., 2013, 2015; Santos and Xavier,
2015). Regarding the design objectives, the commonly adopted objectives include maximizing
the number of served customers (e.g., Coslovich et al., 2006) and minimizing the travel time
(distance or delay) (e.g., Attanasio et al., 2004; Ma et al., 2013, 2015; Wang et al., 2018),
whereas some studies formulated their design problems with more than one design objective
(e.g.,Jaw et al., 1986; Horn, 2002; Beaudry et al., 2010; Schilde et al., 2014; Santos and Xavier,
2015; Jung et al., 2016; Alonso-Mora et al., 2017; Sayarshad and Gao, 2018). On the other
hand, passengers’ travel cost is an important measure when providing ride-hailing sharing
services as it often influences whether travelers choose a ride-hailing sharing service or just a
ride-hailing service. Santos and Xavier (2015) formulated it in the form of the travel cost ratio.
However, using this ratio in the objective function does not prevent the travel time increment
due to the detour caused by ride-hailing sharing to be acceptable by passengers. Therefore, the
objective function in our studied problem includes not only the travel cost ratio but also the
travel time ratio that compares the actual travel time with the maximum allowable travel time
(i.e., the maximum time that a passenger can spend for a ride) to limit the increase in travel
time.

A wide range of solution methods have been proposed to solve the DARP and the ride-hailing
sharing problem in the literature. Psaraftis (1980) developed an exact optimization procedure
based on dynamic programming to solve the DARP (with ridesharing). Unlike the static version
of the problem that does not consider the immediate requests, the dynamic version considers
the immediate requests during the operation while it is limited to only the case with a single
vehicle and many customers. The computational time of this algorithm is an exponential
function of the number of customers. Alonso-Mora et al. (2017) built a request-trip-vehicle
graph, which consisted of all possible combinations of the requests and vehicles according to
the time window constraints. An integer linear program was formulated to determine the
optimal assignment with the best objective function value (or the best objective value) based
on the request-trip-vehicle graph. In the worst case, the method can be seen as an exhaustive
search, so the parallel computations are used to speed up the method. However, the
computational time of this method increases rapidly with the maximum waiting time. As
DARPs and ride-hailing sharing problems are NP-hard (Baugh Jr., 1998; Santos and Xavier,
2015), exact methods are usually impossible to solve for optimal solutions in large instances
efficiently. Heuristics or metaheuristics can search for near-optimal solutions efficiently and
thus become widely adopted in the existing literature (e.g., Horn, 2002; Attanasio et al., 2004;
Beaudry et al., 2010; Santos and Xavier, 2015; Jung et al., 2016). Meanwhile, many other
methods are proposed to solve the DARP and ride-hailing sharing problem. For example, Ma
et al. (2013) proposed a vehicle searching algorithm using a spatial-temporal index to find
candidate vehicles and then a scheduling algorithm was applied to achieve matching and check
constraints. This method for solving ride-hailing sharing problems is demonstrated to be very
efficient and can be used in large-scale ride-hailing sharing problems. However, this method
only suits the problem that minimizes the total travel distance or total travel time. New solution
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methods may be required to handle other or more objectives. Sayarshad and Gao (2018)
divided the DARP problem into multiple traveling salesman problems and solved them by a
traveling salesman problem with pickup and deliver (TSPPD) algorithm. The Markov decision
process was used to obtain information to calculate social welfare. Liang et al. (2020) solved
the problem using a customized Lagrangian relaxation algorithm, and this algorithm was time-
consuming (15.9 min for 50 iterations for a network with 66 road links and 46 nodes), leading
to long waiting time for customers. Please refer to more comprehensive reviews on the solution
methods of DARPs by Berbeglia et al. (2010) and Ho et al. (2018).

As reviewed by Ho et al. (2018), recently proposed metaheuristics have not been adopted in
solving the DARP and its variants. As one of the recent methods mentioned in their review, the
artificial bee colony (ABC) algorithm is adopted to solve our proposed problem. As a powerful
metaheuristic proposed by Karaboga (2005), the ABC algorithm has been demonstrated with
good performance in solving many problems, including numerical function optimization (e.g.,
Karaboga and Ozturk, 2009), structural inverse analysis (e.g., Karaboga, 2009), pattern
classification (e.g., Karaboga and Ozturk, 2009), the leaf-constrained minimum spanning tree
problem (e.g., Singh, 2009), and so on. It has also been applied in solving different logistics
and transportation problems with satisfactory performance, such as capacitated vehicle routing
problems (e.g., Szeto et al., 2011), return restriction design problems (e.g., Long et al., 2014),
transit routes and frequency settings (e.g., Szeto and Jiang, 2014), and bicycle repositioning
problems (e.g., Szeto and Shui, 2018). The works provide firm ground to apply the ABC
algorithm in solving our dynamic ride-hailing sharing problem.

Unlike the literature, to solve the proposed dynamic ride-hailing sharing problem, we first
decompose the whole planning horizon evenly into smaller time intervals and then adopt the
ABC algorithm with path relinking in each time interval. Path relinking is an enhancement
strategy proposed by Glover (1997) to explore the better solution between elite solutions
obtained by tabu search or scatter search (e.g., Glover, 1997; Glover et al., 2000). Applying
path relinking into the GRASP has significantly improved the solution time and quality
(Resendel and Ribeiro, 2005). The GRASP with path relinking was first used in the ride-hailing
sharing problem and achieved better performance than that without path relinking (Santos and
Xavier, 2015). Furthermore, to speed up the matching between the requests and the vehicles,
the vantage-point tree (VP tree) was used to do range queries to search for feasible vehicles
around the origin of the request within a given radius. As a data structure for partitioning
general metric space in a hierarchical way proposed by Yianilos (1993), the VP tree was widely
used for efficient nearest neighbor queries (Nielsen et al., 2009; Fu et al., 2000). The resultant
solution method is referred to as the MABC algorithm.

3. Dynamic Ride-hailing Sharing Problem

In this section, we first present the notations adopted in this problem and then give a detailed
problem statement of the dynamic ride-hailing sharing problem. Afterward, the mathematical
formulation of the static subproblem is presented in detail.

3.1. Notations

The notations used in this paper are listed as follows.

Sets/indices
Vv Set of all vertices (points) on the road network;
E Set of all edges on the road network;

7



N Set of all requests that are waiting to match;

Q Set of all matched requests;

7 Set of all ride-hailing vehicles available in the system;

W Set that contains all origins and destinations of requests in N ;
U Set that contains all origins and destinations of requests in Q ;
i Request i;

Origin of request i, i" eV

i Destination of request i, i €V ;

i Ride-hailing vehicle j;

J Starting point of vehicle j, j" eV ;

i Dummy destination of vehicle j;

R, Route of vehicle j, where R, = {vc{ ,vlj,...,vzjj } :

v) The zth point in the route of vehicle j, V) eV ;
i(v) Request i with either pickup or delivery at point V..

297
298  Parameters

P; Number of passengers of request i ;

T Order time of request i (i.c., time of customers making request i);

T.° Latest pickup time of request i;
Tid Latest delivery time of request i;
cost®" Total passengers’ out-of-pocket cost of request i through the direct trip
i without sharing ride-hailing vehicles;
Z, Total number of pickup and delivery points in the route of vehicle |;
q, Capacity of ride-hailing vehicle j;
ey Service time at point V) ;
t\,zj i, Shortest travel time from sz to sz+1 in the route of vehicle j;
Cyvi,  Fare from v} to V), in the route of vehicle j;
b, Weight for each request;
b, Weight for the travel cost ratio;
b, Weight for the travel time ratio;
DT, Shortest travel time from the origin to the destination of request i without
sharing ride-hailing vehicles;
Urfow Location of vehicle | at the beginning of the current time interval;
BT, Arrival time at Ue€U before any new requests were inserted into routes;
ju) Matched vehicle for ueU before any new requests were inserted into
routes.
299
300  Decision Variables
ATVZJ- Arrival time of vehicle | at sz ;
P ) Number of passengers on vehicle j after leaving point sz ;

8
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X uiv 1 if the route of vehicle | passes through vertex vV immediately after
vertex U; 0, otherwise;

Variables

COStireal Actual total passengers’ out-of-pocket cost associated with request i ;
1T, Total waiting and in-vehicle travel times associated with request i ;
pC\i,ZJ v,  Costof the passengers of request i from sz to sz+1.

3.2. Problem statement

3.2.1. Inputs
We consider a ride-hailing service provided by a private company. Let G(V,E) bea complete

undirected graph representing the road network. The ride-hailing sharing problem starts with a
set of requests waiting to match and a set of ride-hailing vehicles currently available on the
road network. Each request contains the information related to the origin, destination, order
time, and number of passengers. The order time of request i is associated with the latest

pickup time T and the latest delivery time T¢. The matched vehicle should pick up the

passengers of request i atpoint i* no later than T.” and drop them off at point i~ no later

than Tid .Accordingto i* and i, the shortest distance can be determined and then converted

to the cost of the direct trip COS'[idir by multiplying the distance by ride-hailing fare per

distance. This cost of the direct trip is also the upper bound of the ride-hailing sharing trip of
request i (after considering cost sharing of all passengers) to ensure that each passenger
would not pay more by ride-hailing sharing than by making a direct trip. Each vehicle has its
own information, including the starting point, capacity, and occupancy status.

3.2.2. Routes of vehicles
The route of vehicle j consists of starting point V, and other points (from V/ to szj )

corresponding to the origins or destinations of the requests that are served by vehicle j. The

points in the route are arranged in chronological order, and the destination of a request is
definitely after its corresponding origin in the route. Except for the starting point, other points
in the route are associated with the information of the arrival time, load, and corresponding
request (whose origin or destination is located at this point) in order to check the time window

and capacity constraints during ride-hailing sharing. The arrival time of the vehicle at point sz ,

denoted as AT ;, can be determined only when the arrival time of the vehicle at the previous

point, the travel time between those two points t; ,, and service time s ; are known, which

-1 -1

is expressed as AT ; +t, +5S, .
Via 21:Vz Va

AT ; has to obey corresponding pickup and delivery time

windows, which implies that AT ; must be less than T2, if v} is the origin of request

()

i(v)), and must be less than T¢ = if V) is the destination of request i(V)). For the load P,

()

after leaving point V), it is expressed as P, +p, and P, —p if v} is the origin and

() )
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the destination of request 1(v)), respectively. ij, must not exceed vehicle capacity (.

3.2.3. Cost allocation

A critical part of ride-hailing sharing is the calculation of the sharing cost for each request. Due
to the complexity of the ride-hailing sharing pattern, it is impossible to determine the exact cost
of serving passengers of a request in advance until all passengers in this request finish their
trips. In this study, we adopt the equal-cost division principle on each pair of adjacent points
as the cost allocation strategy. For each pair of adjacent points, the fare between those two
points is allocated equally by all passengers traveling on this route segment. If request i is
v vl

. i i
we can obtain pc; ; =————. The actual

Vi

served by vehicle | between sz and szﬂ,

i
Vi

total cost COS'[ireal spent by the passengers of request i in their whole trip is the sum of the

z+1

cost spent in all route segments that they pass through, which means cost™ = Z pC\i,j o
z a

where the range of z is determined by the route segments of vehicle | that the passengers
of request i travel through. As the main reason for customers choosing ride-hailing sharing
services is to reduce their out-of-pocket cost, the total cost COStireall spent on the trip must be

equal to or less than the cost of the direct trip COS'[idir without sharing.

3.2.4. Dynamic problem setting

Not all requests are received at the beginning of the modeling horizon, and we cannot know
the timing of receiving new requests in advance as in practice. Therefore, we cannot solve the
dynamic ride-hailing sharing problem as a whole. Instead, we divide the modeling horizon into
many intervals of equal length and divide the problem into many consecutive static ride-hailing
sharing subproblems. Each subproblem corresponds to one time interval. The subproblems are
solved in chronological order.

Define the current time interval as the interval associated with the subproblem concerned or to
be solved. Before this interval, some requests were received. Some of them have not been
served and are still waiting to be served. During the current time interval, all requests waiting
to be served are handled simultaneously by solving the corresponding static ride-hailing
sharing subproblem.

A longer time interval considers more requests at each execution, which leads to better
matching performance, whereas the passengers require waiting longer to obtain the final
matching result. Therefore, setting the time interval requires balancing both the matching
performance and the users’ waiting time.

In this paper, for simplicity, we assume that each vehicle stays in the last drop-off location to
wait for requests assigned by the system if there are no passengers to deliver or pick up. This
assumption can be easily relaxed by adding an endpoint to the vehicle route. We also assume
that all customers are willing to share vehicles with others. Moreover, we do not consider the
effect of traffic signals and assume uniform speed, and thus the travel time and the fare between
two vertices are in proportion to the travel distance and remain unchanged throughout the
modeling horizon. At the beginning of each time interval, the new requests received in the last
time interval are collected by the system and added into set N . At the end of each time interval,
the requests that have already been matched to vehicles or the order times of the requests that
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exceed their corresponding latest pickup times are removed from set N. Set 7Z contains all
the vehicles available during the current time interval. The routes of all available vehicles are
inherited from the matching results of the last time interval. When a vehicle is available for
ride-hailing sharing services, the vehicle is added to set 7Z . The vehicles are removed from 7
if they are not available. The new requests can be added to any positions of the routes if no
constraints are violated. Note that the requests that were matched in the previous time intervals
cannot be removed from the routes because the notices of matching results had already been
sent to the corresponding vehicles and customers. The dynamic ride-hailing sharing problem
is formed by linking consecutive static ride-hailing sharing subproblems.

3.3. Mathematical model of the static ride-hailing sharing subproblem

The static subproblem starts with set N and set Z . Set N, which contains all requests
waiting to be matched, consists of (a) the new requests whose order times are during the last
time interval and (b) the previous unmatched requests that were received earlier than the last
time interval and have no matched vehicles in the previous time intervals, while the current
time does not exceed the latest pickup times of the requests. Set 7Z contains all available
vehicles during the current time interval.

To formulate this problem, we introduce dummy destination j~ for all vehicles. Let

W = {i+,i‘ |i eN } be a set that contains all origins and destinations of requests in N. Set Q

contains all matched requests. U :{i+,i"i €@} is the set that contains all origins and

destinations of requests in Q. ueU is associated with two pieces of information: arrival
time BT, and matched vehicle j(u).

To formulate the subproblem, we define the current location u,fow €V based on the current

time. The current time T_ is set as the time at the end of the time interval in concern, not the

4

beginning of the time interval. Then, the current location unjow eV s set as the first vertex that

vehicle j will visit after T, on the road network. The reason for those settings is that the
routes in the latter time intervals, not the current time interval, can be adjusted. As shown in

Figure 1, the large circles represent the origins or destinations of requests, and the small circle
represents a point in set V . Meanwhile, the diamond shape represents the starting point of the

route. The current location U

wow 18 not necessarily the origin or destination of a request; it can

be the point in set V between two adjacent pickup (or delivery) points where the vehicle
passes through.
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FIGURE 1 An example of inserting a new request into a vehicle route

The mathematical model of the static ride-hailing sharing subproblem in each time interval is
shown as follows:

real
maxf(xu{v,PVZ,.,ATvzi)zzz 3 Xi’l,vlblpi‘b cost b, = jid]

ieN jeZ vew U 2 COStid "
(1)
subject to
XJ, {0}, VjeZ, vuveWuUu{j,j}; )
> > X1 <1, VieN; 3)
JeZ vew LU '
> XL,=l Vjel; 4)
veWou g’y
> XJ. =1, Vjel; S
ueW Uty
> XL- > X[,=0, VjeZVueWuU; (6)
veWuU {j*} vewuu u{j}
Y XL = XI.=0, vjezvieNuQ; (7)
veW uuU veW wU
> xJW=1, vueU; (8)
vew U u{j}
(BT, <BT,,)= AT, =BT,, VueU; )
(BT, > BT, ) A (X)), =1) = AT, = AT, +1,, +s,,
VjeZ,YyueWulU u{j", jhveU; (10)
(BT, <BT,)A(j(u)= j(v)) = AT, <AT,, Yu,veU; (11)
(XJ,=1)= AT, = AT, +t,, +5,,
VjeZ,YueWulU U{j", j 1hvwweW; (12)
(X! =1)=BT, <AT_<AT,, VjeZieN; (13)
0< AT, <TF, VieN; (14)
0<AT <TY, VieN; (15)
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(XJ,=DA(v=i")=P =P} +p,

VjeZ,VieNuQ,vu,veWuU U{j", j}; (16)
(XJ,=)A(v=i)=>PR =P/ -p,

VjeZ,VieNuQ,vuveWuU U, |} (17)
P/ <0, VjeZVueW uU; (18)

j i Cuvx pi

(X, =) A (AT, <AT, <AT_ )= pc,, :T

VjeZ, VieNUQ,Vu,veW uU ; (19)
cost™ = > pc,, <cost™, VieN; (20)

u,veV

TT, = AT_-T™, VieN. 21)

Objective function (1) consists of three terms: the number of served customers, travel cost ratio,
and travel time ratio. b, b,, and b, are all positive weight coefficients that define the

relative importance of these three components, respectively. It is noted that the smaller
TT.

cost™ /cost™ is, the more cost savings are; it is also noted that the smaller To o is,
il

the smaller increment in travel time compared with no ride-hailing sharing case is. Therefore,
the objective value is larger if we get more matched requests, more savings in costs, and a
smaller increment in travel time. Moreover, the objective value is larger when the matched
request is associated with more passengers.

Constraint (2) defines Xuj’V to be binary. Constraint (3) guarantees that a request can only be

matched by at most one vehicle. Constraints (4) and (5) ensure that each vehicle has an origin
and a destination in its route. Constraint (6) is a flow conservation constraint to make sure that
ueWuU served by a vehicle must have one point on the route before and after U .
Constraint (7) ensures that the origin and destination must be served by the same vehicle if the
request is served. Constraint (8) ensures that the matching between requests and vehicles
formed by previous time intervals cannot be changed. Constraints (9)-(11) guarantee that the
order of the visited points in the route inherited from the last time interval is not changed after
inserting new requests. Constraints (12) and (13) ensure that new requests can only be inserted
after the current locations of the vehicles. Constraints (14) and (15) are the time window
constraints for all requests, while constraints (16)-(18) are the capacity constraints. Constraint
(19) calculates the passengers’ travel cost of each route segment, whereas constraint (20)
ensures that the total passengers’ travel cost of each request is not higher than the total
passengers’ travel cost without ride-hailing sharing. Constraint (21) calculates the total travel
time of passengers of request i if they are matched in this interval.

In our proposed model, the origins and destinations of new requests are allowed to be inserted
anywhere in the vehicle route after the current vehicle location if the time, cost, capacity
constraints are satisfied. However, the model proposed by Santos and Xavier (2015) allowed
new requests to be added only after the destination point of the last delivered passenger aboard
if there are passengers aboard the vehicle at the current time. Moreover, constraint (8) ensures
that the matching between requests and vehicles formed by previous time intervals cannot
change so that passengers just need to accept the matching results once. This constraint cannot
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be found in their model. Furthermore, both travel time and cost ratios are considered in our
objective function while Santos and Xavier (2015) only considered the travel cost ratio in their
objective function. To sum up, our model is different from the counterparts of the related
studies in terms of the objective function and constraints.

4. Solution Method

Like Santos and Xavier (2015) and Alonso-Mora et al. (2017), we solve the dynamic ride-
hailing sharing problem by solving its subproblems in chronological order. Unlike Santos and
Xavier (2015) and Alonso-Mora et al. (2017), we develop a method based on the modified
artificial bee colony algorithm with path relinking to solve the static ride-hailing sharing
subproblem for the time interval concerned.

4.1. Modified artificial bee colony algorithm with path relinking

4.1.1. Basic artificial bee colony algorithm

The ABC algorithm is an optimization algorithm that simulates the behavior of a honey bee
swarm in search of food. The artificial bee colony consists of three groups of bees: employed
bee, onlookers, and scouts, with the objective of finding the good food source(s). Each
employed bee is responsible for one food source. It searches for food around a food source.
The employed bees share the information on their best food sources found so far with the
onlooker bees. Each onlooker then chooses a food source among those found by the employed
bees by probability, where a more profitable (better) food source has a higher probability of
being chosen. When the employed bee cannot find a better food source near the current source
after some time, the employed bee turns to be a scout to exploit a new food source in the vicinity
of the hive.

The ABC algorithm is a population-based heuristic, in which a food source represents a
solution for the optimization problem, and the nectar amount of the food source represents the
fitness of the corresponding solution. The ABC algorithm begins by generating a set of
solutions randomly as the initial food sources, and each food source is assigned to an employed
bee. After initial solutions are generated, employed bees, onlookers, and scouts exploit the food
sources near the hive repeatedly during each iteration. In each iteration, each employed bee
finds a new food source near the current source using a neighborhood operator and the nectar
amount of the new food source (solution fitness, which is the increment on the objective
function value in our study) is evaluated. If the nectar amount of the new food source is more
than the old one, the employed bee abandons the current food source and is allocated to the
new food source. Otherwise, the employed bee remains assigned to the current food source.
Then each onlooker chooses a food source based on the nectar amount of the food sources (i.e.,
solution fitness) shared by employed bees by the roulette wheel selection method. Onlookers
also exploit new food sources near the selected food sources using a neighborhood operator
and evaluate the nectar amount of the new food sources. After all onlookers finish the
exploitation process, the best new food source found by the onlookers near each food source
of the employed bee is determined. If the nectar amount of the best new food source is more
than the old one of the employed bee, the employed bee abandons the old food source and is
assigned to the best new one. After that, if the nectar amount of a food source has not been
improved for /imit successive iterations, the employed bee becomes a scout, exploits a new
food source randomly, becomes an employed bee again, and replaces the old food source with
the new one. After all current food sources are checked, the new iteration of the ABC algorithm
starts. The whole process is repeated to search for good solutions until the stop condition is
reached. The steps of the ABC algorithm are presented as follows:
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1. Inputs: Population size (number of food sources) N, maximum number of iterations
M , and limit L.
2. Randomly generate a set of solutions as the initial food sources X,i=1,...,n. Each

food source is allocated to an employed bee.
3. Calculate the fitness f(X) of food source X,i=1,...,n.Set |, =0,i=1...,n.

4. For iteration m=1 to M, do
For i=1 to n,do
I. Perform a neighborhood operator on the food source X, to determine a new
food source X, near the food source.
. If f(X)> f(x),thenreplace x, with X, for the corresponding employed
beeand |, =0,else | =1 +1.
End for

Set G, =¢, where G, is the set of new neighbor food sources of X; found by the
onlookers.

For j=1 to n,do
I.  Select a food source X. using the roulette wheel selection method based on

the fitness of all food sources.
ii.  Perform a neighborhood operator on X; to obtain a new food source X; near
the food source.
iii. G =G UX
End for

For i=1 to n,do
I.  Select & =argmax, f(x),where X is the best food sourcein G,;.

ii.  If f(X)> f(x),thenreplace x, with X, forthe corresponding employed
beeand |, =0,else |, =1 +1.
End for

For i=1 to n,do
i. If I, =L, randomly determine a new food source &; and replace x; with

e

End for
End for

4.1.2. Modified artificial bee colony algorithm

The ABC algorithm is the main algorithm to determine routes of ride-hailing vehicles. To speed
up finding a good solution, path relinking is embedded into the ABC algorithm to explore new
and better solutions between two known solutions. It is implemented when a new current best
solution is found while executing the ABC algorithm. To further improve the solution search
efficiency, the vantage-point tree is deployed to reduce the solution search space and
constructed before establishing the initial solution. Contraction hierarchies is incorporated into
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the ABC algorithm to determine the shortest path in the studied problem. The detailed
information about the vantage-point tree and path relinking will be described in Section 4.2
and Section 4.8, respectively. Figure 2 shows the procedure of the resultant solution method,
namely the modified artificial bee colony algorithm. The algorithm ends when running time
T, reaches the time limit, which is equal to the length of time interval T.

run interval *
Start )

A
Vantage point
tree

A

Initial solution

»

A

Employed bee

A
Food selection and

onlooker

Memorize the
incumbent

Path relinking

Scout

FIGURE 2 Flowchart of the modified artificial bee colony algorithm

4.2. Vantage-point tree

A VP tree is a metric tree that segregates the whole set of vertices of the network into small
sets by choosing vantage points (i.e., vantage vertices). The VP tree is efficient in conducting
the nearest neighbor search because the vertices are stored in the tree structure, and the search
can happen only in small parts of the tree (Yianilos, 1993). The VP tree contains two important
segments, including the construction segment and the searching segment. For the construction
segment, a vantage point (vp) is determined to divide all the vertices into two smaller parts
during each partition. The vertices whose distance to the vantage point is less than a threshold
(mu) are stored in the /eft sub-tree, and the vertices whose distance to the vantage point is larger
than the threshold are stored in the right sub-tree. Each node in the tree stores the information
of the vantage point and threshold. A tree data structure is created by recursively implementing
this procedure to divide the data starting from the root. After building the tree using the
construction segment, the searching segment is executed at the beginning of the static
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subproblem, when the information of new requests is known. In this study, the range nearest
neighbor search is used in the searching segment, in which we want to determine all the vertices
within the radius tau around the query vertex (. Let the distance between any two vertices

m and n be diSt(m, n) . The pseudo-code of the VP tree in this paper is summarized as follows:

Part 1: Construction segment

1. Inputs: A set S containing all vertices.

2. Build VP tree (S).

3. Return a VP tree.

function Build VP tree (S):
i If S=0,thenreturn .
ii.  Establish a new node: new(node).
iii.  Determine the vantage point at the node (node.vp := Select vp (S)) and
determine the threshold at the node (node.mu :=Median (S,vp)).

iv.  Determine the set of wvertices in the left  sub-tree

(L :={seS—{vp}Yf dist(vp, s)<mu}) and determine the set of vertices in the
right sub-tree (R:={seS —{vp}| dist(vp, s) > mu});
V.  Construct the new nodes in the next level (node.left:= Build_VP_tree (L),
node.right := Build_VP_tree (R)).
Vi, return node.
function Select vp (S):
I Choose a random sample P from S.
ii. Set best_spread :=0.
iii. For peP, do
1) Choose a random sample D from S.
2) Determine the value of spread (spread := SecondMoment (D, p)).
3) If spread> best_spread, then replace best spread with spread and
replace best p with p.
End for
iv.  return best p.
function Median (S, p):
i. Sort S in accordance with the distance from p .
ii. Determine threshold mu (the distance that is equal to the median among all
distances from all vertices in S to p).
iii.  Return mu.
function SecondMoment (D, p):

I.  Calculate x with , where N is the number of vertices in D.

D ..o dist(d, p)
N

>, o (ist(d, p) - 1"

ii.  Calculate spread with N

iii. return spread.

Part 2: Searching segment
1. Inputs: A query vertex q, the desired radius tau, and the VP tree.
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2. Search VP _tree (root node).
3. Return the vertices around the query vertex within tau.

procedure Search VP tree (node)
i If node =, then, return .
ii. If dist(g, node.vp)—tau<mu , then Search VP tree (node.left); if
dist(q, node.vp)+tau > mu, then Search VP _tree (node.right).

In this study, the VP tree is used to find the available vehicles around the origin of a request
within a radius. The radius for each request is different because it is calculated based on the
latest pickup and delivery times of the request, which means the vehicles outside this circle are
impossible to pick up the customers of this request timely. At the beginning of each time
interval, request i has matching set K,, the latest pickup time, and the last delivery time.

Matching set K, ofrequest i is built by inserting all vehicles still available into the set. To

determine the radius of request i, we define the maximum slack time of request i, which is
the maximum time that a vehicle can spend to pick up customers from its current location to
the origin of the request. The maximum slack time of request i 1is equal to
min(T? -T,, T -T_—st>®), where TP is the latest pickup time, T is the latest delivery
time, T, is the current time, and st* is the shortest travel time from the origin to the

destination for request i. By multiplying the vehicle speed, the maximum slack time can be
transformed into the maximum pickup distance, which is the radius of the circle with the origin
of request i as the center and can be used to distinguish infeasible matching between request
i and vehicles. All vehicles outside this circle at the current time are impossible to reach the
origin or destination in time and hence they are removed from the matching set K, . After that,

request i can only match the vehicles selected from K, during executing the algorithm to
narrow the search space for each request and to improve the computational efficiency.

4.3. Solution representation

The solution (food source) of the MABC algorithm is a matching result between requests and
drivers. The solution is formed by a set of routes of vehicles. Each route is represented in the
form of a vector with the length of 1+2n, in which n is the number of requests matched to
this vehicle route, and the first element in the vector means the starting point of this vehicle.
Figure 3 illustrates a representation of a route for a ride-hailing vehicle after inserting a new
request, in which point 0 in the route is the starting point of the vehicle. Points L and L~
(L=1,2,new) represent the origin and destination of request L, respectively. In MABC, each
point in the route stores additional information, including the number of passengers aboard and
the arrival time at this point.

0 1" 2 | 1 |new' new | 2

FIGURE 3 Solution representation of a vehicle route

4.4. Initial solution
An empty set M is created to store the matched new requests during the initial solution
process. An initial solution is created by assigning a vehicle from the matching set K,

randomly at a time to a request in N but not in M . The request is inserted into all possible
18
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locations in the route of that vehicle. If there are insertions that satisfy both the time window
and the capacity constraints, then the insertion with the maximum objective value is selected,
the corresponding vehicle is assigned to this request, and this request is added into M .
Otherwise, this request is skipped, and the next requestin N butnotin M is chosen. Unlike
the capacity and the time window constraints that are difficult to satisfy with the increasing
detours caused by adding requests, travel cost constraints are usually satisfied—the travel cost
of each request usually decreases due to ride-hailing sharing. Therefore, the travel cost
constraints of the corresponding vehicle route for each request are checked only after the
capacity and time window constraints are checked. If the travel cost constraints are not satisfied
by the route of that vehicle, the requests in N that were assigned to this route are removed
from M . This route is restored to the status without those new requests. The above procedure
is repeated until M collects all requests in N, or a pre-defined maximum number of
iterations is reached.

4.5. Selection of food sources

At each iteration of the MABC algorithm, each onlooker selects a food source based on the
information shared by the employed bees. The method used in choosing a food source is the
roulette-wheel selection method. The probability of choosing food source X, is equal to

Az(x,)

Z:]:lAZ(Xi)

after inserting new requests. This increment means the contribution of the new requests to the
objective value. A better solution has a larger increment.

, where Az(x;) is the increment in the objective value of food source X

p(Xi) =

4.6. Neighborhood operators

A neighborhood operator is applied to search for a new solution around the current solution.
Two neighborhood operators, namely add operator and swap operator, are used in the MABC
algorithm considering the characteristics of the ride-hailing sharing problem. Whenever
employed bees or onlookers seek a new solution, one of the two neighborhood operators is
used randomly. If a better solution is found by the neighborhood operator, the current solution
is replaced with that new solution.

4.6.1. Transfer operator
The transfer operator randomly selects request i from set N. If request i is matched a
vehicle, the operator chooses vehicle j different from the currently matched vehicle from the

corresponding matching set K, . Then an attempt to remove request i from the original route
and insert i into the new route of vehicle | is made (and the insertion method will be

described in Section 4.7). If request i has not been matched a vehicle, the request is randomly
added to vehicle j from the matching set K. In each case, if the insertion is feasible and the

objective function of the new solution is larger than the current one, the new solution replaces
the current one, and the /imit count of this food source is reset as zero. Otherwise, the /limit
count increases by one.

4.6.2. Swap operator
Each swap operator randomly chooses two requests i, and i, from set N and their

corresponding matched vehicles are j, and j,, respectively. Before changing the vehicle

routes, we require to check the matching sets of both requests. If j, is in the matching set
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K; and j, isinthe matchingset K, i, and i, areremoved from their original routes and

I
then i, and i, are inserted into the new routes of vehicle j, and J,, respectively (the

insertion method will also be described in Section 4.7). If a new, feasible, and better solution
is found by the swap operator, the current solution is replaced with the new solution, and the
limit count of this new food source is set as zero; otherwise, the /imit count increases by one.
Note that if the condition that j, is in matching set K; and j, isinmatchingset K; isnot

satisfied, the transfer operator, instead of the swap operator, will be used for neighborhood
search.

4.7. Insertion method

When request i is matched to vehicle |, both origin i* and destination i~ of request i

are required to insert into the route of j. The idea of inserting a request into the route is to
check all possible insertion locations and then determine the best location to insert the request.
There are two principles to determine the possible insertion locations: First, i and i~ can
be inserted only after the points whose arrival time is later than the current time; second, origin
i” must be located before destination i~ . For each possible insertion attempt, the vehicle route
is restructured, and the distance between each pair of adjacent vertices (e.g., the origin of a
request, the destination of a request, and the current location of the vehicle) in the route is
calculated based on the shortest path between them using contraction hierarchies (Geisberger
et al., 2008). Then we can recalculate the arrival time and the number of passengers right after
the points of the vehicle route that are obtained after the insertion, as well as the travel cost of
each request and the objective value. The points that have been influenced by the insertion are
evaluated to check whether there are violations of the time window, capacity, and travel cost
constraints. The new and feasible insertions are recorded, and the insertion that yields the best
objective value among these insertions is chosen as the new solution to replace the old one.
However, no insertion will be undergone if none of the possible insertions satisfied all the
constraints.

Note that contraction hierarchies is a speed-up method for searching for the shortest path in a
network. It is a two-phase approach consisting of the preprocessing and query phases.
Contraction hierarchies has advantages of quick preprocessing times, low space requirements,
and fast query times. Each query only needs to take a short time (microseconds). Therefore, it
can be used in solving large-scale problems (Geisberger et al., 2012).

4.8. Path relinking

In this study, path relinking is incorporated into the ABC algorithm to improve solution quality.
The idea of path relinking is to try to determine a new better solution between two known good
solutions. Path relinking is performed when the /imit count of at least one food source s, is

equal to the limit L.

At the beginning of path relinking, there are two known good solutions, including incumbent
s, and food source S, with the /imit count equal to L. If s, is better than S , we replace s,

with s, and stop. Otherwise, path relinking is applied to those two solutions. When executing
path relinking, S, 1is set as the initial solution (i.e., S=§;) and food source s, with the limit

count equal to L is set as the guiding solution. The initial solution is transformed into the
guiding solution during path relinking by implementing a series of operations sequentially to
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search for the new solutions (if any) that are better than both the initial and guiding solutions.
The reason for choosing the best solution as the initial solution is that the new and better
solutions are more probably found near incumbent s, .

At each iteration of path relinking, the differences between S and s, are first identified.

There are three possible situations for each of the requests in N, including: (a) the matched
vehicles of the requestin S and s, are different, (b) the request matches a vehiclein S but

does not match any vehicles in s,, and (c) the request does not match any vehicles in S but
matches a vehicle in S,. The transformations for S consist of (a) removing the request from

the route of the matched vehicle in S and inserting the request to the route of the matched
vehicle in S, for the first situation, (b) removing the request from the vehicle route for the

second situation, and (c) adding the request into the route of the matched vehicle in s, for the
third situation. By revising each difference between S and S, separately, we can get several

new solutions compared to S. If all new solutions are not better than S, the path relinking
procedure stops. Otherwise, the solution with the best improvement on the objective function
value among new solutions is adopted and replaces S, and the next iteration begins. After path
relinking, s, isreplaced with S found by path relinking.

5. Computational Experiments

This section presents the results and analyses involving the MABC algorithm for the ride-
hailing sharing problem. The GRASP heuristic described by Santos and Xavier (2015) is taken
as a benchmark, and its performance is used to compare with the performance of the MABC
algorithm proposed in this paper. All experiments are performed on an Intel Core 17-4770 3.40
GHz CPU desktop computer, with 32 GB memory. The code is implemented in C++ with GCC
(GNU Compiler Collection) using Linux (Ubuntu 16.04).

The ride-hailing fare is assumed to be proportional to travel distance and is set as one dollar
per kilometer. The speed of all vehicles on all roads is set as 30 km/hour so that the travel time
of each link can be calculated using the given link distance and speed. The coefficients of b,

b,, and b, are set as 2, 0.9, and 0.9, respectively. For simplicity, the service time at each

pickup or delivery point is set as 0. Unless stated otherwise, the length of a time interval is set
as 10 s. All experiments are executed 20 times, and the result of each experiment is obtained
from the average value in 20 runs.

Each request may have several ride-hailing customers to take a vehicle in reality. However, we
set the number of ride-hailing customers in each request equal to 1 for simplicity. We also set

that the latest pickup time T is 5 min (i.e., 300 s) later than the order time T, which

1
means that ride-hailing customers cannot wait for more than 5 min at their origin. The latest
delivery time T of request i is set as the order time T, plus the maximum allowable

delay. To calculate the maximum allowable delay, we define co,,, as the delay coefficient,

which is greater than 1 and represents the tolerance of the passengers due to the increase in
travel time caused by the detours in ride-hailing sharing. The maximum allowable delay is
equal to the product of c0,,,, and the shortest travel time between the origin and destination

of request i (which can be determined by the contraction hierarchies highlighted in Section

21



821

822
823

824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843

844
845

846
847

848

4). Unless specified otherwise, the delay coefficient coy,,, is1.3.

5.1. Data description

The ride-hailing request data in Chengdu, China, are used in the computational experiments.
Chengdu is a typical city with a circular layout, centered on Tianfu Square, which can also be
reflected in the layout of the road network in Chengdu. The map of Chengdu is shown in Figure
4. The whole city is connected by a “ring and radial” highway network, and the circular road
network divides the city into multiple regions. The Chengdu map data used in our study is
downloaded from Open Street Map, which consists of 34,186 vertices and 78,157 edges. This
map data are used to create a road network for the ride-hailing sharing problem.

The number of orders varies over time of day, and there are few orders in the night time. To
illustrate a worst-case scenario, we process one-hour ride-hailing request data between 0:00
am and 1:00 am on November 1, 2016, in Chengdu, China, obtained from Didi. The total
number of orders is 3,661 in one hour. Each order has a set of information, including the order
ID, order time, and longitudes and latitudes of the origin and destination. A sample of the ride-
hailing data is shown in Table 2. The order ID is desensitized by Didi to protect the privacy,
and the order time is represented through the time stamp. The geolocations are given according
to the GCJ-02 coordinate. As shown in Figure 5, the spatial distributions of the request origins
and destinations have a similar pattern, in which the orders are denser when they are closer to
the city center.

\\\\\\\\
- ~

i

S -

Figure 4 The map of Chéligdu, China

Table 2 A sample of the ride-hailing data in Chengdu, China
. Longitude  Latitude Longitude Latitude
Order ID Order time (origin) (origin) (destination) (destination)

fbcgid9b7j5yv 1477964797  104.09464  30.703971 104.08927 30.65085
48adcdbhcb6t 1477985585 104.076509 30.76743 104.0637 30.58951
aci8afhg8k@ 1478004952 104.019699 30.689007  104.105324 30.66395
6fhhfe952dar 1477989840  104.03609  30.62269 104.04386 30.68232
bd7ea2ld3b7z 1477958005 104.115997 30.652313  104.104421 30.695113
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(a) Distribution of order origins (b) Distribution of order destinations
Figure 5 Distributions of order origins and destinations in Chengdu, China

The vehicles used in the study are randomly generated based on the regions, and the number
of ride-hailing vehicles is similar to the real situation. We analyze the trajectory data of the
ride-hailing vehicles in a day in Chengdu and determine the number of available vehicles in
each hour of the day. The number of vehicles is around 2,400 between 0:00 to 1:00, so we
generate 2,400 vehicles in this study to serve customers. Based on the circular road network,
as shown in Figure 4, we can roughly divide Chengdu into five regions. Each ring road is
approximately represented by a circle, and the center of all circles is the center of the city
(Tianfu Square). The radii of the four concentric circles are approximately 4.8 km, 9.5 km, 13.6
km, and 35 km. The circles separate the city into five parts, in which region one is within the
4.8-km radius circle, region two is between the 4.8-km and the 9.5-km radius circles, region
three is between the 9.5-km and the 13.6-km radius circles, region four is between the 13.6-km
and the 35-km radius circles, and region five is beyond the 35-km radius circle. The distribution
of vehicles in each region at the beginning is according to the number of request origins in this
area. The ratios of request origins in each region are obtained to be 0.5865, 0.3189, 0.0744,
0.0299, and 0.0004, respectively. To determine the origin of each vehicle, a region is randomly
selected using the above ratios as selection probabilities, and then the origin of each vehicle is
randomly chosen from the vertices in the selected region.

5.2. Parameter tuning

The MABC has three parameters to tune, including the number of food sources, /imit, and the
maximum number of iterations. However, in the current dynamic ride-hailing sharing problem,
the running time of the algorithm for each subproblem is equal to the time interval of each
subproblem. Therefore, we set the stopping condition to be the length of the time interval
instead of the maximum number of iterations. In other words, the algorithm must stop when
the running time reaches the given length of the time interval, and the number of iterations can
be ignored. Therefore, we require tuning only two parameters: the number of food sources and
limit. Figure 6 displays the results of the parameter tuning with different numbers of food
sources and /imit values.
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Figure 6 Parameter tuning with the time interval of 10 s and the delay coefficient of
1.3: (a) Tuning of /imit; (b) Tuning of the number of food sources

As shown in Figure 6(a), the objective value increases with /imit until reaching a threshold. A
too small /imit value restricts the algorithm to obtain very good nearly local optima, whereas a
too large /imit value restricts the algorithm to explore more new solutions. As shown in Figure
6(b), the objective value decreases with the increasing number of food sources except for the
limit of 900. By comparing the results, the best combination of the parameters is achieved when
the number of food sources is 3, and the /imit equals 900. Therefore, the subsequent sections
adopt this setting. Providing that the number of requests is roughly uniform within an hour,
when the time interval is longer, it is expected that the value of /imit should be larger to handle
the increase in the number of requests. Based on Figure 6, parameter /imit is proportional to
the length of time interval e, and this value is approximately equal to 90e. Thus /imit = 90e is
used in all the experiments in the following subsections.

5.3. Effect of the time interval

In ride-hailing sharing operations, customers are not willing to spend too much time on
matching. However, the system requires time to collect information about the requests and
vehicles and run the matching algorithm. In this study, we consider three time intervals, i.e., 10
s, 30 s, and 60 s. The maximum waiting time from placing a ride-hailing order by phone to
receiving the matching result equals twice the length of the time interval. For instance, the
maximum waiting time is 2 min for the time interval of 60 s, in which customers have to wait
for 60 s for the operator of the ride-hailing service to collect all requests during the interval and
another 60 s for waiting for the matching results.

To compare the results under different time interval lengths, seven performance measures are
adopted, as shown in Table 3. The objective value is the most important and comprehensive
measure, which evaluates the combined effects of the number of served customers, the travel
cost ratio, and the travel time ratio simultaneously. The matching percentage is the percentage
of the matched requests in the total requests collected. The sharing percentage is the percentage
of requests involving ride-hailing sharing in all matched requests. The average out-of-pocket
cost saving percentage per passenger (R__ ), due to the benefits of sharing ride-hailing fares,

money
is expressed as
cost™  cost/*

Z( Pi- i P % pl)

£ cost " cost’" — cost™
D 2. cost P
Rroney = b x100% = === - x100%, (22)
Z P;: Z p;:
i'eD i'eD
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where D is the set of matched requests and cost'™ and cost™" are the total passengers’ out-

of-pocket costs from the origin to the destination of request i' with and without ride-hailing
sharing, respectively. The percentage of total out-of-pocket cost saving (RT___ ) is expressed

money

as
cost!  cost’™ .
D (=) xpy) > (cost™ —cost™)
RT oney = =2 e air ik x100%= <2 @ x100% . (23)
cost; > cost"
z( x pi') i'eD
i'eD pi'

Since the travel fare per unit distance is fixed, RT,

money  Can also be interpreted as the
percentage of total vehicle travel distance saving of the whole system. Regarding the increment
in time, the average travel time increment percentage per passenger R,;.., which is brought by
the detours in ride-hailing sharing, is expressed as
treal dir
.

~t;
(ZTX P
Rime = ~22—- x100% , (24)

Z P;:

i'eD
is the actual combined in-vehicle travel and waiting time and t*" is the shortest

where t/™
travel time from the origin to the destination of request i' without ride-hailing sharing.

Moreover, the percentage of total travel time increment RT. = is expressed as

time
3 (= 9y x p,

RT, =1 . x100% . 25
time Z (tid-" x p,) ( )
i'eM
Itisnoted that R . and Ry, arerespectively the out-of-pocket cost saving percentage and
the travel time increment percentage based on individuals whereas RT . and RT; . are

the corresponding measures based on the whole system.

As shown in Table 3, a longer time interval results in a larger objective value. In this paper, we
assume that all matched requests in the previous time intervals cannot be modified in later time
intervals. Therefore, when the time interval is longer, the static subproblems have more chances
to get better solutions. Meanwhile, a longer time interval can have a larger average out-of-
pocket cost saving percentage per passenger, which means that ride-hailing sharing can
generate more economic benefits (i.e., cost reduction) for each request when the length of the
time interval is longer. Moreover, by comparing the values of RT and RT, ., it can be

money time >
seen that a longer time interval can result in a larger overall saving in money and a smaller
overall increment in time. However, a longer time interval has no advantage in the matching
percentage and sharing percentage, because a longer interval implies a lower frequency of
matching, which leads to a higher probability of missing feasible vehicles for matching.

Regarding the general impact brought by ride-hailing sharing, Table 3 shows that the average
out-of-pocket cost saving percentage per passenger R can reach more than 26%, and the

money

average travel time increment percentage per passenger R, . isonly around 15%. This means

time
that passengers can use less proportion of extra travel time to exchange for a larger proportion
of money-saving due to ride-hailing sharing. This implies that ride-hailing sharing is a good

choice for those who have a high tolerance for time and want to save money.
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956

957  Table 4 presents the t-test results of the differences in the average objective values between the
958  experiments with different time intervals. From the results in Table 3 and Table 4, we can
959  conclude that the differences in the objective values in different groups are significant, and the
960  60-second time interval achieves the best results, as it performs the best in most of the
961  performance measures. These results imply that customers have to spend more time waiting
962  for the matching results when the operator wants to improve system performance.
963
964 Table 3 Performance comparison in terms of different time intervals
i Il’It‘:lfi’eal Ol‘)"]ael(l:lt;Ve MatChing Shar ing Rmoney Rtime RTmoney RTtime
10s 1677.33 85.24% 72.10%  26.32%  15.48%  25.73%  16.25%
30s 1682.97 85.08%  73.28%  26.70%  15.56%  25.73% 16.23%
60 s 1689.94 85.15% 73.11%  26.87% 15.51%  26.03% 16.14%
965
966 Table 4 T-tests on the difference between average objective values
Test Difference in mean t-statistic p-value
10svs.30s 5.64 5.34 0.00
30svs. 60s 6.97 5.04 0.00
967
968 5.4. Effect of path relinking
969  This section investigates the effect of the inclusion of path relinking into the resultant solution
970  algorithm. Table 5 shows that all the differences in objective values with and without path
971 relinking are statistically significant (as reflected from the p-value), and the inclusion of path
972  relinking can significantly improve the solution quality regardless of the length of the time
973  interval. Among all three time intervals, the solution algorithm with path relinking (i.e., the
974  proposed MABC algorithm) can achieve a larger sharing percentage, a higher percentage of
975  travel cost sharing per passenger, and a higher percentage of total out-of-pocket cost saving.
976  Therefore, it is better to integrate path relinking into the solution algorithm to achieve a better
977  solution.
978
979 Table S Performance comparison of solution methods with or without path relinking
in’It‘::lVeal PR Ol\)}]:lcl:l(leVe v ;)lll e MatChillg Sharing F\)money Rtime RTmoney RTtime
10’ With PR 1,677.33 0.00 85.24%  72.10% 26.32% 15.48% 25.73% 16.25%
Without PR 1,668.81 ) 85.27%  71.35% 25.84% 15.35% 25.11% 16.01%
30's With PR 1,682.97 0.00 85.08%  73.28% 26.70% 15.56% 25.73% 16.23%
Without PR 1,675.86 ] 84.94%  T72.71% 26.43% 15.50% 25.47% 16.15%
60 s With PR 1,689.94 0.04 85.15%  73.11% 26.87% 15.51% 26.03% 16.14%
Without PR 1,686.38 ' 85.08%  73.03% 26.79% 15.55% 25.97% 16.12%
980  Note: ‘PR’ stands for “path relinking’.
981
982  5.5. Effect of the number of vehicles and percentage of willingness-to-share
983  In the previous section, we assume that all passengers are willing to share a vehicle with others.
984  The percentage of willingness-to-share means the proportion of passengers who want to take
985 ride-hailing sharing services in the total number of passengers who want to take ride-hailing
986  services. When the value of the percentage of willingness-to-share is 50%, half of the
987  passengers want to share the vehicles, while the other half of passengers only want to ride alone
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without sharing. In this section, the length of time interval used in the simulation is 60 s. The
passengers who want to share a vehicle are randomly chosen from all requests when the
percentage of willingness-to-share is 50%. Moreover, when additional candidate vehicles are
introduced into this experiment, the origins of those additional vehicles are determined
randomly according to the strategy described in Section 5.1. As shown in Tables 6 and 7, the
objective value and the matching percentage increase when the number of vehicles increases
and vice versa. However, the upward trend becomes slow when the number of vehicles is larger
than 10,000. When the percentage of willingness-to-share decreases, both the objective value
and the matching percentage decrease. Moreover, when the number of vehicles is large, the
matching percentage slightly increases as the percentage of willingness-to-share increases.
Table 8 shows that the sharing percentage decreases with the decreasing percentage of
willingness-to-share and the increasing number of vehicles. It demonstrates that few vehicles
for ride-hailing services can promote ride-hailing sharing. Overall, the trends agree with our
expectations.

Table 6 Comparison of the objective value in terms of the number of vehicles and
percentage of willingness-to-share
Number of vehicles

Objective value

1,000 2,400 6,000 10,000 15,000
The 0 551.76 977.90 1,235.85 1,307.50 1,349.07
percentage 50% 807.74 1,265.21 1,465.05 1,522.57 1,562.37

of
willingness- 100% 1,210.15 1,689.94 1,840.11 1,882.02 1,905.40
to-share

Table 7 Comparison of the matching percentage in terms of the number of vehicles
and percentage of willingness-to-share
Number of vehicles

Matching percentage

1,000 2,400 6,000 10,000 15,000

Percentage 0 47.75% 77.68% 89.54% 92.13% 93.50%

of 50% 54.14% 81.23% 90.17% 92.35% 93.72%
willingness-

100% 61.49% 85.15% 91.51% 93.01% 93.99%
to-share

Table 8 Comparison of the sharing percentage in terms of the number of vehicles and
percentage of willingness-to-share

Number of vehicles

Sharing percentage

1,000 2,400 6,000 10,000 15,000

Percentage 0 0.00% 0.00% 0.00% 0.00% 0.00%

of 50% 36.98%  32.58%  31.35%  3046%  30.25%

willingness- 0, 7743%  73.11% 71.19%  7051%  70.21%
to-share

5.6. Effect of the delay coefficient

This section discusses the effect of the delay coefficient co on the performance measures

delay
introduced in Section 5.3. Table 9 compares the results with different lengths of time intervals
using different values of co,,, . For all lengths of time intervals, a higher delay coefficient
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1016  achieves better results on the objective value and all performance measures except for R,
1017  and RT,, . Itis reasonable because a larger coefficient means a larger tolerance of passengers
1018  to longer travel time, which allows the operators to have more feasible matches but leads to
1019  larger Ry, and RT,.
1020
1021 Table 9 Performance comparison in terms of delay coefficients
Time Dela Objective . .
interval coefﬁci):ant VJalue Matching  Sharing oo, Rine Rlrorey  RTum
10's 1.3 1,677.33 85.24% 72.10%  26.32% 15.48% 25.73% 16.25%
1.5 2,136.25 88.20%  80.12% 33.53% 23.37% 32.17% 24.82%
30's 1.3 1,682.97 85.08% 73.28%  26.70% 15.56% 25.73% 16.23%
1.5 2,149.78 88.35%  80.35% 33.89% 23.39% 32.64% 24.72%
60's 1.3 1,689.94 85.15% 73.11%  26.87% 15.51% 26.03% 16.14%
1.5 2,157.17 88.25%  80.72% 34.28% 23.48% 32.83% 24.73%
1022
1023  5.7. Analysis of the objective function
1024  In this paper, there are three components considered in the objective function, including the
1025 number of served customers, the travel cost ratio, and the travel time ratio. Either a too small
1026  travel costratio or a too large travel time ratio can prevent customers from selecting ride-hailing
1027  sharing services. To illustrate the importance of considering travel time and cost ratios in the
1028  objective function, two new objective functions are introduced. The first one excludes the travel
1029  time ratio by setting b, as zero, while keeping b, and b, unchanged. The second one
1030  excludes the travel cost ratio by setting b, as zero, while keeping b, and b, unchanged.
1031
1032  As shown in Table 10, when the travel time ratio is not considered in the objective function,
1033 the average travel time increment percentage per passenger and the percentage of total travel
1034  time increment increase significantly. The ride-hailing matching trips allow long detours to
1035  serve customers. However, long detours lower the allowable number of additional passengers
1036  served in the later time intervals due to the fixed time window of passengers aboard, leading
1037  to the reduction in the sharing percentage and thus the reductionin R ;.. and RT .. . When
1038 the travel cost ratio is not considered in the objective function, the sharing percentage, the
1039  average out-of-pocket cost saving percentage per passenger, and the percentage of total out-of-
1040  pocket cost saving decrease significantly because ride-hailing sharing requires vehicles to
1041  detour to pick up customers and increase the travel time ratio. Meanwhile, the reduction in the
1042  sharing percentage induces the decrease in Ry, and RT, . because fewer ride-hailing
1043  sharing activities imply fewer detours experienced by the passengers. Therefore, both the travel
1044  time ratio and travel cost ratio are important components in the objective function to achieve
1045  better ride-hailing sharing services.
1046
1047
1048
1049
1050
1051
1052
1053
1054
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1055 Table 10 Comparison of different objective functions
Time Objective  Objective Matching ~ Sharing R R RT RT.
interval  Function value money time money time
Normal 1,677.33 85.24% 72.10%  26.32% 15.48% 25.73% 16.25%
10s TIME- 4,131.83 85.91% 68.65%  23.75% 19.98% 23.56% 19.83%
COST- 3,904.86 86.07% 35.86%  9.75% 9.89%  7.06%  9.06%
Normal 1,682.97 85.08% 73.28%  26.70% 15.56% 25.73% 16.23%
30s TIME- 4,142.12 85.88% 68.89%  24.16% 19.88% 23.76% 19.71%
COST- 3,908.42 86.10% 3547%  951%  9.78%  6.74%  9.02%
Normal 1,689.94 85.15% 73.11%  26.87% 15.51% 26.03% 16.14%
60 s TIME- 4,149.36 85.82% 69.54%  24.51% 19.78% 24.33% 19.64%
COST- 3,897.30 85.77% 34.04%  894%  9.61%  6.49%  8.87%
1056  Note: Normal = the objective function with the three components mentioned in Equation (1), TIME- = the
1057 objective function with the number of matched requests and the travel cost ratios only, COST- = the objective
%823 function with the number of matched requests and the travel time ratios only.
1060 5.8. Comparison to GRASP with path relinking
1061  The performance of the proposed method is compared to GRASP with path relinking proposed
1062 by Santos and Xavier (2015). There are four substantial differences between the MABC
1063  algorithm of this paper and their method (named GRASP). First, the adopted main algorithm is
1064  different (i.e., the ABC algorithm versus GRASP). Second, the MABC algorithm incorporates
1065  the VP tree to narrow the search range for the requests. Due to the adoption of the VP tree, the
1066  solution initialization methods between the MABC algorithm and GRASP are different, in
1067  which GRASP uses the greedy method to match vehicles with feasible requests, while the
1068 MABC algorithm uses the greedy method to match requests with feasible vehicles (described
1069  in Section 4.4). Third, this paper introduces a transfer operator in addition to the swap operator
1070 that has been adopted in GRASP. Fourth, GRASP allows new requests to be added only after
1071  the destination point of the last delivered passenger aboard if there are passengers aboard the
1072  vehicle at the current time, while the MABC algorithm has no such restriction (e.g., Figure 1).
1073  The MABC algorithm can be viewed as the solution method obtained by introducing the four
1074  major modifications to GRASP. To have a fair comparison of the performance between GRASP
1075  and the MABC algorithm, the parameter setting for GRASP is determined based on the strategy
1076  presented by Santos and Xavier (2015) and the dataset mentioned in Section 5.1.
1077
1078  To clearly illustrate the effects of introducing each modification to GRASP on solving the
1079  studied problem, three additional new methods, which are the variants of either the MABC
1080  algorithm or GRASP, are proposed. Table 11 describes these variants. Each method in Table 11
1081  only has one difference compared with its adjacent method.
1082
1083 Table 11 Comparison of different methods solving the dynamic ride-hailing sharing
1084 problem
Method Main algorithm Im&ﬂgigon Operators rIeI;ireirgiOOI;
GRASP (Santos GRASP Vehicle Swap Yes
and Xavier, 2015)
GRASP+ GRASP Vehicle Swap No
ABC-- ABC Vehicle Swap No
ABC- ABC Vehicle Swap + transfer No
MABC ABC Request + VP Swap + transfer No
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tree

1085 Note: Vehicle = initialization method using the greedy method to match vehicles with feasible requests; Request
1086  =initialization method using the greedy method to match requests with feasible vehicles; Swap = swap operator,
1087  Transfer = transfer operator.
1088
1089  As shown in Table 12, the method using the MABC algorithm proposed in this paper (MABC)
1090  performs the best. The variants of the MABC algorithm and GRASP, which include new
1091  features to the ABC algorithm, yield a better solution compared with GRASP. The comparison
1092  between GRASP and GRASP+ shows that removing the insertion restriction (the fourth aspect)
1093 is an effective way to improve solution quality. It can improve the chance for ride-hailing
1094  sharing, simultaneously complying with the time window, capacity, and travel cost constraints
1095  for each request. The comparison between GRASP+ and ABC-- demonstrate that, without the
1096 transfer operator, GRASP achieves a better objective value in longer time intervals, and the
1097  ABC algorithm performs better in shorter time intervals. The comparison between ABC-- and
1098  ABC- showed that the transfer operator greatly improves the performance. The comparison
1099  between the MABC algorithm and ABC- demonstrates that the modified initialization method
1100 and the VP tree used in this paper are more effective than the initialization method used in
1101  GRASP because the latter is time-consuming. In summary, Table 12 shows that the proposed
1102  MABC algorithm performs well in solving the dynamic ride-hailing sharing problem and that
1103  the modifications to GRASP are effective.
1104
1105  Table 13 shows the performance of the MABC algorithm and GRASP in terms of the objective
1106  function adopted by Santos and Xavier (2015), who consider the number of matched requests
1107  and travel cost ratio. The results demonstrate that the sharing percentage increases significantly,
1108  and the customers can save more money when using the proposed MABC algorithm, which
1109  also leads to an increment in the objective value. Comparing Table 12 with Table 13, it can be
1110  observed that the customers need to waste more travel time to finish trips when ignoring the
1111  travel time ratio in the objective function.
1112
1113  Table 12 Performance comparison between different variants of the MABC algorithm
1114 and GRASP
Time Algorithm Objective Matching Sharing R Ry RT RT,
interval Value money time money time
GRASP 1,211.71 85.22% 17.60% 593% 12.02%  5.60%  11.08%
GRASP+  1,362.77 88.15% 43.11%  12.50% 14.64% 11.08%  14.20%
10s ABC-- 1,388.19  88.53% 4431%  13.25% 14.36% 12.22%  13.99%
ABC- 1,433.01 88.04% 51.10%  15.32%  14.62% 14.51% 14.36%
MABC 1,677.33 85.24% 72.10%  26.32%  1548% 25.73% 16.25%
GRASP 1,274.66 85.66% 22.51% 7.71%  10.95%  7.39%  10.10%
GRASP+  1,566.38 88.61% 56.81%  16.87% 14.16% 16.22%  14.32%
30s ABC-- 1,548.72 88.42% 57.77%  18.68%  14.16% 17.39% 14.27%
ABC- 1,642.22 88.06% 67.93%  22.92% 15.11% 22.16%  15.50%
MABC 1,682.97 85.08% 73.28%  26.70% 15.56% 25.73% 16.23%
GRASP 1,292.96 85.30% 23.02% 7.89%  10.82%  7.60%  10.14%
GRASP+  1,617.69 88.20% 62.34%  20.54% 14.17% 18.83%  14.44%
60 s ABC-- 1,603.08 88.39% 62.73%  20.58% 14.17% 18.86% 14.37%
ABC- 1,661.39 87.49% 69.25%  24.06% 15.26%  23.35% 15.86%
MABC 1,689.94 85.15% 73.11%  26.87% 15.51% 26.03% 16.14%
1115
1116

30



1117 Table 13 Performance comparison between the MABC algorithm and GRASP in
1118 terms of the objective function without travel time ratio
in’lt‘::;eal Algorithm Ol{}]:lcut;ve Matching Sharing R Riime RT oney RTie
10 s GRASP 3,599.15 85.56% 15.78% 545%  18.40%  5.17%  16.80%
MABC 4,131.83 85.91% 68.65%  23.75%  19.98% 23.56% 19.83%
30's GRASP 3,688.64 86.38% 21.16% 738%  18.67%  7.54%  17.13%
MABC 4,142.12 85.88% 68.89%  24.16% 19.88%  23.76% 19.71%
60's GRASP 3,720.96 86.63% 24.59% 8.14%  18.79%  8.14%  17.44%
MABC 4,149.36 85.82% 69.54%  24.51% 19.78%  24.33%  19.64%
1119
1120
1121 6. Conclusions
1122 Inthis paper, a dynamic ride-hailing sharing problem is proposed, which aims to maximize the
1123  weighted difference between the number of served customers and the sum of the travel cost
1124  ratio and travel time ratio. Meanwhile, the time window and travel cost constraints of the
1125  passengers and the capacity constraint of the vehicles are considered simultaneously. To handle
1126  the dynamic characteristics of the ride-hailing sharing problem, the problem was divided into
1127  many static subproblems with an identical time interval length. In each time interval, the
1128 request collection and matching algorithm were executed simultaneously. To solve
1129  subproblems, we propose a method based on the artificial bee colony algorithm, in which the
1130  vantage-point tree is used to narrow the search space of the algorithm and path relinking is
1131 incorporated to accelerate the solution speed to get the better solution. The method using the
1132  GRASP with path relinking proposed by Santos and Xavier (2015) was selected as the
1133  benchmark for the comparison. The results show that our proposed method outperforms the
1134  benchmark. The results also demonstrate the following. (a) With a longer time interval, the
1135  performance of the proposed method is better. However, it should be noted that a longer time
1136 interval leads to a longer time of data collection and algorithm execution, which requires the
1137  passengers to wait longer for matching results. (b) Embedding path relinking into the ABC
1138  algorithm significantly improves the performance of the resultant solution method. (c¢) The
1139  percentage of willingness-to-share and the number of ride-hailing vehicles can significantly
1140  influence the matching percentage and the sharing percentage of the ride-hailing sharing
1141  problem. (d) With a higher tolerance for the detouring time due to ride-hailing sharing, the
1142  proposed method can perform significantly better. (¢) Considering both travel cost and travel
1143  time ratios into the design objective can achieve the best sharing percentage, and balance the
1144  increase in travel time ratio and the decrease in travel cost ratio compared with the design
1145  objectives that miss either the travel time or the travel cost ratio. (f) Ride-hailing sharing can
1146  generate benefits to the passengers as the passengers can spend less money on ride-hailing fares
1147 by spending a little bit more time due to the detours.
1148
1149  This study opens the following interesting future research directions. First, our solution method
1150 is simple and efficient but does not consider the lookahead policy. Introducing the lookahead
1151  policy can often improve the performance of some classical transportation systems (e.g.,
1152  Mitrovi¢-Mini¢ et al., 2004; Spivey and Powell, 2004; Sayarshad et al., 2020; Sayarshad &
1153  Gao, 2020). Therefore, one of the future search directions is to extend our solution method to
1154  incorporate this lookahead policy. Second, in this study, we only consider the ride-hailing
1155  service offered by a private company. If the company was public operated, the taxi charge
1156  could be lower if the passengers waiting time was longer. This socially efficient price could be
1157  examined by modifying the price mechanism in the proposed formulation, which is an
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interesting research direction. In the future, we can analyze socially efficient prices in a ride-
hailing sharing problem similar to the studies of Figliozzi et al. (2007) and Sayarshad and Chow
(2015).
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