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An ensemble 3D deep-learning model

to predict protein metal-binding site

Ahmad Mohamadi," Tianfan Cheng,? Lijian Jin,” Junwen Wang,'** Hongzhe Sun,>*

and Mohamad Koohi-Moghadam™:¢*

SUMMARY

Predicting metal-binding sites in proteins is critical for understand-
ing the protein’s biological function. Here, we develop an ensemble
deep convolutional neural network (CNN) method for predicting
metal-binding sites based on their three-dimensional (3D) structure.
We build multi-channel 3D voxels based on biophysical characteris-
tics obtained from raw atom coordinates of each protein-binding
pocket. Then, we use these 3D voxels as the input of an ensemble
3D CNN model. We train and evaluate the model using a curated da-
taset of 3D protein structures. Our proposed model shows high per-
formance in predicting metal-binding sites for Zn, Fe, Mg, Mn, Ca,
and Na. Our approach offers a framework to use 3D spatial features
to train 3D-CNN, which may be used to predict complicated metal-
binding sites directly from their biophysical characteristics. The
source code and webserver of the model are publicly available.

INTRODUCTION

Metal ions are involved in a variety of metabolic activities and cellular pathways, and
they play important roles in a wide range of physiological, pathological, and clinical
processes. Indeed, nearly 40% of all enzymes with known three-dimensional (3D)
structures need a metal ion to catalyze properly.! Metal-binding proteins, also
known as metalloproteins, are a type of protein family that serves as cofactors in a
variety of functions such as metabolic management, signal transduction control,
and metal homeostasis.” A protein may interact with many metal ions, and this inter-
action may occur with one or more residues of the protein. The most abundant
metal-binding residues in amino acids are ASP, HIS, CYS, and GLU, whereas
lesser-known metal-binding residues include SER, GLN, MET, ASN, THR, and
TYR.? Different experimental procedures such as mass spectrometry, electropho-
retic mobility shift assay, metal ion affinity column chromatography, gel electropho-
resis, nuclear magnetic resonance spectroscopy, absorbance spectroscopy, X-ray
crystallography, and electron microscopy can be used to discover the metal-binding
sites.”® These methods necessitate time-consuming steps and specialized equip-
ment, making them costly and potentially ineffective for unknown targets. There-
fore, providing a cheap and accessible approach to identify protein metal-binding
sites will be encouraging.

In recent years, the advancement of computer approaches has allowed for the quick
examination of protein metal-binding sites. Several algorithms have been devel-
oped to predict protein metal-binding sites.” '’ These techniques either use explicit
biophysical features in amino acid interactions of protein structures or extract fea-
tures from 2D amino acid sequences to train the models. While these techniques
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Figure 1. Voxelization of the protein binding pocket

Each PDB sample in the dataset converted to a 3D image that represents the protein structure in a 20 x 20 x 20 A3 cubic. Each voxel sample consists of
seven channels, in which each channel illustrates a specific biophysical feature: hydrophobic, aromatic, hydrogen-bonding acceptor, hydrogen-
bonding donor, positive ionizable, negative ionizable, and occupancies.

have proven to be beneficial in a variety of situations, they do have some drawbacks.
For example, biophysics-based approaches are computationally intensive and low
throughput, preventing them from being used for large-scale protein structures.
On the other hand, studies have found that machine-learning-based approaches
that only use 2D sequential features of the metal-binding sites have significant
bias in their predictions.'® The primary bias is due to the fact that training sets are
dominated by predefined 2D features and machine-learning algorithms are prone
to overfitting to this sequential template data. As a result, there is a need for novel
approaches that can generate predictions based on the protein’s 3D structure.

Here, we implement MetalSiteHunter, a computational framework based on deep
3D convolutional neural network (CNN) for predicting protein metal-binding sites.
Our approach uses the 3D biophysical features derived from raw atom coordinates
to train a 3D deep-learning model.'” We use atom biophysical properties to
generate 3D voxels from the protein structures. These 3D voxels can be considered
as multi-channel 3D images to train an ensemble 3D deep-learning model to predict
protein metal-binding sites. The advantage of this strategy is that it trains the model
on the protein’s spatial properties, which enables it to incorporate features from
amino acids that are close in their 3D coordination but are far apart in the 2D
sequence. We exploit the strength of 3D-CNN architecture to detect spatially
proximate features. We demonstrate that MetalSiteHunter is highly accurate at pre-
dicting Fe, Zn, Mg, Mn, Ca, and Na metal-binding sites on our validation and test
dataset. To make our 3D deep-learning method publicly accessible, we developed
the MetalSiteHunter webserver. Our webserver will help scientists to gain a better
knowledge of protein structures by predicting metal-binding sites.

RESULTS

Overview of MetalSiteHunter

We use recent advances in 3D deep CNN for computer vision to predict the metal-
binding sites of proteins based on 3D biophysical properties. We treat protein struc-
tures as 3D images, with voxels parameterized according to their atomic biophysical
properties (Figure 1). The model requires a 3D structure of the protein (either exper-
imentally determined or predicted). Our pipeline begins by constructing a 3D
feature map of the particular protein binding site using the HTMD Python package
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Figure 2. An overview of MetalSiteHunter pipeline
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We started by collecting metal- and non-metal-binding site structures from public databases. Then, we built a 3D grid to voxelize the protein binding

sites based on their biophysical properties. We used a feature selection approach to select the five top 3D features to feed into our ensemble 3D deep
CNN model. The proposed ensemble model has two based models. We concatenated the base models’ output, followed by a dense layer to predict the

final class label.

(v.1.23.5).?° The HTMD python package has been widely used by researchers to
generate 3D features from protein structures.”’*? Each voxel is parameterized
with seven predetermined criteria (Table S1) that describe the biophysical proper-
ties of the atoms that surround it. We further performed feature importance analysis
using random forest and selected the five most important criteria based on our
training dataset. The feature maps are then layered to build a tensor with the dimen-
sions [20, 20, 20, 5], which is fed into an ensemble deep 3D-CNN with two base
models (Figure 2). The based models are two 3D CNNs with different architectures.
In one of them, we used global average pooling, and in another one, we used dense
layer concatenation. Each 3D-CNN base model is composed of 3D convolutional
and 3D pooling layers. The size of convolutional and pooling filter and the size of
densely connected layers were tuned using a 5-fold cross-validation procedure.
To perform a fair evaluation, we used an unseen test dataset to evaluate our model.

Dataset

We used the MetalPDB?* database to collect the 3D structures of the protein metal-
binding sites. MetalPDB contains around 300,000 sites from more than 50,000 struc-
tures. We downloaded 271,792 metal-binding sites for eleven different metals,
namely Mg, Zn, Fe, Ca, Na, Mn, Cd, Cu, Sr, Ni, and Co, from the MetalPDB database
(downloaded in January 2021). We cleaned the PDB structures by removing water,
small-molecule ligands, and metal ions from them. We used the “filter” method of
HTMD python package to extract the clean protein structure. The final cleaned
PDB structures have been saved into the local machine for further analysis. As
MetalPDB compiled all the binding sites of a single protein, some of the binding
sites were identical structures that occurred in different domains of the same protein.
We used TM-align?® to remove redundant 3D structure binding sites with a TM score
greater than 0.5. We found that 29,039 of these structures are unique among a total
of 271,792. As training a deep-learning model requires a sufficient number of
training samples, we selected metals with at least 2,000 unique structures (Fe, Zn,
Mg, Mn, Ca, and Na) and excluded those with fewer than 2,000 unique structures
for the next step (Cd, Cu, Sr, Ni, and Co) (Table S2). Moreover, to build a training
dataset for the non-metal-binding site, we downloaded 3,000 random PDBs from
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the RCSB PDB?® based on the list of all PDBs provided on the PDB website. We
developed a Python code to parse the PDB file to verify that the selected file does
not contain a metal. Then, we used Fpocket”’ to find pockets in the PDBs and
rank them based on the Fpocket score. We added the pocket with the highest score
to our non-metal-binding site database. We checked the similarity between these
non-metal-binding sites using TM-align and finally selected 2,469 unique pockets
for the next step (Table S2).

Voxelization to extract 3D features

Each protein structure was represented by a set of 3D volume cubes (voxels). We
parameterized voxels in a metal-binding site of the protein structure using a set of
k biophysical property channels, similar to how we parameterize images with color
channels: [Vi, V, ..., Vi], where the saturation level of the property i at this voxel
is represented by the value V; of each property channel (Figure 1). First, we filtered
the PDB to only keep the protein structure, then we used the getVoxelDescriptors
function of HTMD to extract a grid of [20 x 20 X 20] voxels from the structure for
each particular protein binding site. Each voxel was parameterized with seven prop-
erty channels, each of which corresponded to a separate biophysical class as defined
by the HTMD python module®” (Table S1). This produced a tensor representing the
form of a specific structure, which could be used to create a 3D feature map of the
protein binding sites. The final 3D grid was centered on the average location of all
C. atoms in the protein metal-binding site, with each voxel made up of a unit
cube with a 1 A long side. The van der Waals radius r,q, of the atom with a given
property and its distance d from the voxel center are used to calculate the saturation
level f(d) of each property channel using the formula

f(d)y =1- exp{f (r\,g’w)m}. (Equation 1)

Tensors were computed from protein structures using functions included in the HTMD
Python package for molecular simulations (v.1.23.5). A Python program for constructing
input tensors from the protein binding sites is available in the https://github.com/
ClinicalAl/metal-site-hunter repository. The 3D orientation of protein structures was
taken directly from the obtained PDB files. Although, we implemented the code to
rotate input structures about all three cartesian axes to augment the data. We applied
the code to the protein binding sites we collected to build the voxels. Finally, we gener-
ated 9,027, 3,647, 2,849, 3,315, 2,396, 1,800, and 2,187 voxels for the Mg-, Zn-, Fe-,
Ca-, Na-, Mn-, and non-metal-binding sites respectively (Table S2).

Feature selection

We performed a feature selection step to select those feature channels that are more
important in metal-binding prediction. To find the most important channels, we
trained a random forest classifier over 5-fold cross-validation using 100 estimators.
We then ranked the channels that made contributions in building the classifier base
on their feature importance attribute.?® The result shows that positive_ionizable,
hbond_acceptor, occupancies, negative_ionizable, and hbond_donor are the five
most important channels in our training dataset, with feature importance more
than 0.1 (Figure S1). We used these five channels for further training of our model.
Using this approach, our model will operate on only five channels, allowing for sig-
nificant saving of resource during model training and testing.

Training models

We had the lowest number of voxels for Mn-binding sites in our training dataset with
1,800 3D structures, while other binding sites such as Mg had four times as many. We
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first split the Mn-binding site to 70% for train and 30% for test, which makes 1,260
training samples. For other metal types, we used a down-sampling approach to
select 1,260 samples randomly to make a balanced training dataset. The remaining
samples have been used as unseen test dataset for these metals. The details of par-
titioning can be found in Table S3.

We first trained the two based models on the training dataset using 5-fold cross-vali-
dation approach. Here, we divided the training dataset into five parts. We trained
the base models with four parts and used the one remaining part to evaluate the
model. We repeated this procedure five times to cover all training datasets. Based
on our cross-validation results, we optimized hyperparameters like the different
number of convolutional filters and the size of the fully connected layers. We found
thatfor model-1, 16, 32, and 64 convolutional filters followed by a 64-64-64 fully con-
nected layer is the best configuration (Figure S2), while model-2 showed the best
performance with 16 and 32 convolutional filters and a 256-256-256 fully connected
layer (Figure S3). Model-1 has 84,966 trainable parameters, and the second model
has 214,694 trainable parameters.

After tuning the parameters, we trained the base models for 150 epochs using the
Adam optimizer with default hyperparameters (learning rate = 0.001, 1 = 0.9, 2 =
0.999). We then froze the weights of the based models to use them in our ensemble
model. For the ensemble model, we concatenated a layer before the softmax layer
of each base model and used it as the input of a fully connected layer. Using 5-fold
cross-validation, we found that 160-80-40-20-10-6 is the best structure of the fully
connected layer for our ensemble model (Figure S4). The final ensemble model
has 68,565 trainable parameters. We used again the training dataset to fine-tune
our final ensemble model for 500 epochs and Adam optimizer with learning rate =
0.00005. During training, the cross-entropy was employed as the loss function.

Evaluation of the model using 5-fold cross-validation

We first trained and evaluated the base models using our training dataset. We used
the 5-fold cross-validation method to train and evaluate each model. We used con-
fusion matrix to evaluate our model. The results of confusion matrix for model-1
showed that this model can predict Ca-, Fe-, Mg-, Mn-, Na-, Zn-, and non-metal-
binding sites with a sensitivity of 0.8, 0.9, 0.79, 0.54, 0.86, 0.78, and 0.89. Also,
the result for model-2 showed a sensitivity of 0.79, 0.91, 0.82, 0.59, 0.85, 0.86,
and 0.88 for these classes (Figure 3). This result shows that model-1 performs better
in predicting Ca- and non-metal-binding sites, while model-2 performs better in pre-
dicting Fe-, Mg-, Na-, and Zn-binding sites. Both models showed a sensitivity of less
than 0.6 for Mn-binding sites, as we had the minimum number of training samples for
this metal-binding site.

Model-1 and model-2 were ensembled with parameters and weights that performed
well in our previous cross-validation results. We concatenated the layer before soft-
max layer of model-1 and model-2 and fed it to a fully connected layer to predict the
class of binding site label in an ensemble mode. The confusion matrix and accuracy
results show that our ensemble model outperformed each of the base models in pre-
dicting the metal-binding sites (Figure 4; Table 1). The detailed results of the base
models and ensemble models can be found in Tables S4-S6.

Evaluation of the model using unseen data
To provide a fair evaluation, we used the unseen test data to evaluate our model. For
each class, we used the remaining samples, except for 1,260, which we used in
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Figure 3. The confusion matrix of base models
The confusion matrix results for 5-fold cross-validation for model-1 (A) and model-2 (B).

training phase as a completely unseen test dataset. The result shows a sensitivity of
0.77, 0.92, 0.89, 0.63, 0.82, 0.84, and 0.92 for Ca, Fe, Mg, Mn, Na, Zn, and non-
metal, respectively, of our unseen dataset (Figure 5).

Comparison study

We compared the performance of our webserver with MIB,"* lonCom,"” GASS-
Metal,?” and BioMetAll.*° As there was not a standalone tool for the MIB webserver,
we could not compare performances for the entire unseen dataset. We carried out
the comparison on 300 samples that were randomly chosen from our unseen data-
set. The results show that our webserver's performance is comparable to the other
methods in predicting Ca-, Fe-, Zn-, Mg-, and Na-binding sites, but it performs
slightly worse in predicting Mn-binding sites (Figure 6).

DISCUSSION

Accurate modeling of the prediction of metal-binding sites is a complex task due to
the complexity of the 3D protein structures. The major objective of this work is to
demonstrate a novel 3D deep-learning approach to predict metal-binding sites
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Figure 4. The confusion matrix of ensemble model
The confusion matrix results for 5-fold cross-validation for the ensemble model shows that using
both model-1 and model-2 in an ensemble approach improves the final performance of the model.

based on their 3D structures. We addressed the challenge of predicting metal-bind-
ing sites from the standpoint of 3D computer vision, utilizing the capability of CNNs
to learn the spatial features available in the protein binding sites. Our 3D-CNN
method shows high performance in Zn, Fe, Ca, Na, and Mg metal-binding site pre-
diction on an unseen dataset. However, our webserver showed slightly lower perfor-
mance in predicting the Mn-binding site compared with other tools. We believe that
the model’s performance can be improved once sufficient samples from Mn-binding
sites are available in the future to enrich the training dataset. Besides, our approach
may be extended to predict other metal types upon having enough training samples
for them.

The advantage of our approach is that it builds 3D biophysical channels of the
protein binding sites automatically. The 3D feature extraction in our approach
apparently captures more details of biophysical non-linearity. We believe that the
3D-CNN model can predict biophysically relevant information from protein
structures, showing potential for protein engineering. These 3D features could
potentially be incorporated with other features to enhance the metal-binding site
prediction performance in the future. However, the fact that our approach relies
on the availability of 3D experimental structures of the protein is the limitation of
our model. It is estimated that around 25% of the human proteome has an experi-
mental 3D structure,”’ although the new AlphaFold®*?? deep-learning model has
already predicted almost all the 3D structures of human proteins with high accuracy.
To overcome this limitation, the predicted structure of the proteins by Alpha-Fold
can be used as the input of our model to predict their metal-binding sites. In addi-
tion, the current version of our model is incapable of predicting the coordination
number for the predicted metal type due to a lack of relevant training data. We

Table 1. The accuracy results for 5-fold cross-validation of the base and ensemble models

Models Accuracy

Model-1 0.79 £ 0.003
Model-2 0.81 £ 0.001
Ensemble model 0.89 + 0.014

Cell Reports Physical Science 3, 101046, September 21, 2022 7
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Figure 5. Evaluation of the model using unseen data
The confusion matrix of ensemble model for the unseen data shows that the model is robust
enough to predict unseen dataset.

are working in our laboratory to extend the model to support coordination number
prediction. We anticipate that more functions of metalloproteins can be uncovered
based on the prediction of metal-binding sites in proteins, opening a new avenue of
metalloproteomics™ and their application in life processes.

EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

Further information and requests should be directed to and will be fulfilled by the
lead contact, Mohamad Koohi-Moghadam (koohi@hku.hk).

Materials availability
This study did not generate new unique reagents.

Data and code availability

The code and database are publicly available in https://github.com/ClinicalAl/
metal-site-hunter The webserver is accessible from https://mohamad-lab.ai/
metalsitehunter/

Deep-learning model architecture

CNNs are a deep-learning model type that are frequently utilized in image process-
ing applications. Here, we considered the protein structure as a multi-channel 3D
image and used these data as inputs for an ensemble of 3D CNNs to predict
metal-binding sites. Our ensemble model has two base models with different archi-
tectures. We used global average pooling in model-1, while in model-2, we used a
simple flattening layer. Both models use 3D convolutional (Conv3D) layers and a 3D
max pooling (MaxPool3D) layer to extract 3D features and reduce the feature map
dimension.

For the first step, we applied Conv3D filter with the size of 3 X 3 X 3 on the input

voxels. The number of filters for the model-1 is 16, 32, and 64, while for model-2,
we used 16 and 32 filters. For each filter L we have
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Figure 6. Comparison of the accuracy results of our method with other metal site prediction methods
The accuracy results of our method compared with (A) MIB, (B) lonCom, (C) GASS-Metal, (D) BioMetAll, and (E) MetalSiteHunter (MIB does not support
Na-binding site prediction).

=1 w1 h-0
ufjy = ReLU[ > W gk mXispieakem + bE (Equation 2)
p=0g=0m=0
x, if x>0
RelU = {o, if x <0

where |, j, and k are the indices of the output matrix u and p, g, and m denote the
filter's indices; I, w, and h denote the filter’s size (length, width, and height, respec-
tively); W denotes the weight matrix; X is the input; and b denotes the bias value.
The activation function for the convolution layer was a rectified linear unit (ReLU),
and the output of the convolution layer was saved as a 3D matrix. Additionally, a
MaxPool3D filter was utilized to minimize the dimension of the output of the convo-
lution layer followed by a dropout layer (with a dropout rate of 0.3 for model-1 and
0.4 for model-2). The following equation represents the max-pooling layer function,
where i, j, and k are the output cube’s indices and p, g, and m are the input cube’s
indices. P;;, denotes the subset of the input matrix’s indices that overlap with the
max-pooling filter.
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Uijk = max Xogm (Equation 3)

p.ame P
We applied global average pooling on the output of final MaxPool3D layer in
model-1. The output of the global average pooling is fg,p vector with a size of 64:

! Z Up,qm- (Equation 4)

frop = ——
gap |Ui.j,k| P.q.me€ Ujjk

Model-2 uses a simple flattening layer by concatenating the output of five channels
to generate the final vector fy,; with a size of 864. These vectors used as input of a
fully connected layer:

N1
f, = Z WinX; + bn. (Equation 5)
izo

Here, f, is the n'" neuron’s activation value; w is the weight array with size N and x is
the input; and b is the n" node's bias value. The details of the architecture of based
model-1 and model-2 can be found in Figures S5 and Sé.

We finally combined the output of model-1 and model-2 to build a robust ensemble
model (Figure S7). To overcome the vulnerability of the model to the rotation and
transition of the protein structure during training and prediction, we used a data
augmentation approach. We rotated the 3D voxel structures around the xy, xz, yz
plane with 15°, 30°, 45°, 60°, 90°, 120°, and 180° randomly. We implemented the
code of the models in Keras python package, with TensorFlow serving as the
backend.

Webserver architecture

We developed a web server for the MetalSiteHunter to make the model publicly
available (Figure S8). The webserver is accessible from https://mohamad-lab.ai/
metalsitehunter/. We used Vue.js as the frontend framework to create a single-
page app that communicates with our server through a REST API. Also, for the visu-
alization of protein structures and selecting the location for the metal-binding site
prediction, we used the NGL library.> In this implementation, after selecting the
desired location to search for a metal-binding site, the request with the protein
file will be sent to the server. After receiving a request from the client, the server
will start the processing procedures that filter the protein structure to ensure it
does not have any unnecessary structures. In the next step, the voxels, based on
the location information from the client, will be created. After all, the prepared vox-
els will be fed to the pretrained model, and the result of the probability of each class
will be sent back to the client.
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