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Abstract8

This paper models a public transit system that can serve both passengers and urban freight, i.e., urban co-modality, and9

investigates the system-wide impacts of co-modality on existing urban freight forwarding service, freight carrier and10

urban transit services. In the co-modal system, we model one transit operator that serves passengers and provides co-11

modal services, one freight forwarder (an intermediary) that serves freight customers and uses freight transportation12

services provided by a freight carrier or the transit operator, and one freight carrier that provides services to the freight13

forwarder. We derive the analytical conditions under which co-modal operations can improve the profits of the freight14

forwarder, carrier and transit operator, and the consumer surpluses of freight customers and passengers compared with15

the status quo without co-modality. We also analytically and numerically compare the optimal operation decisions,16

the three operators’ profits, and the users’ welfare under different games among the operators (non-cooperative and17

cooperative games). Our results show that when the three operators are in a non-cooperative relationship, the freight18

carrier might have a profit loss due to the decreased freight units allocated to the direct road channel; whereas, both the19

freight forwarder and the transit operator would have profit gains from the co-modality. The numerical studies further20

reveal that to ensure a Pareto-improving co-modal system, the operators have to reduce the freight/transit service fare21

and co-modal transportation price.22

Keywords: Co-modality, Freight forwarder, Freight carrier, Transit operator, Cooperative game, Non-cooperative23
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1. Introduction25

E-commerce is one of the fast-growing industries in recent years. The surging logistics demand due to the rapid26

development of e-commerce market elevates the intensity and complexity of logistics activities, especially for the27

parcel/freight delivery within urban areas, and brings enterprises and cities new challenges. In particular, the evolving28

characteristics of e-commerce reshape the third-party logistics (3PL) industry, in which more third-party-forwarding29

logistics services emerge and have received increasing popularity in recent years (Ren et al., 2020). Compared with30

3PL companies who are able to provide support for the entire supply chain, freight forwarding service providers (or31

freight forwarders) specialize in consolidating orders from various consignors, offer a more economic option for small-32

to-medium e-commerce enterprises, and help enhance the efficiency and flexibility of logistics systems (Arabzad et al.,33

2015). In general, freight forwarders are regarded as middlemen in the shipping process, as they possess no freight34

transportation asset and adopt a single or multiple carriers for freight transportation.35

In the context of urban parcel delivery, road transportation is mostly adopted by the employed carriers for fulfilling36

the demand for freight shipping service. Due to the e-commerce boom, the surging parcel traffic generates negative37

externalities in terms of traffic congestion, air pollution, and fuel consumption. The concept of ‘Urban Co-modality’38

has been developed in this context and is built upon the idea of using under-utilized capacity in public transit systems39
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during non-peak hours to transport freight (Taniguchi & Thompson, 2014).1 Given the increasing applications of urban40

co-modality, the planning and optimization problems in relation to co-modal systems have attracted much attention41

recently, such as transit-truck transportation scheduling and synchronization problem (Behiri et al., 2018; Pimentel &42

Alvelos, 2018), location selection of distribution centers (Zhao et al., 2018), optimization of freight delivery scheme43

(Cheng et al., 2018), and vehicle routing problem under co-modal networks (Trentini et al., 2012; Masson et al., 2017;44

Mourad et al., 2021). However, there are limited studies examining and quantifying the impact of urban co-modal45

systems on stakeholders with the consideration of an intermediary connecting freight customers and carriers. This46

study aims to bridge this gap.47

Existing empirical studies suggested that co-modal services offer opportunities to reduce freight traffic and bring48

favorable environmental impacts, such as reducing carbon emissions and fuel consumption (Kikuta et al., 2012;49

De Langhe, 2017; Bruzzone et al., 2021; Zhu et al., 2023). Co-modality can potentially benefit the service users and50

operators, particularly public transit operators who could generate additional revenue by providing freight-on-transit51

services (Hu et al., 2020). Besides, substantial under-utilized transit capacity would boost the efficiency of urban lo-52

gistics systems and improve the freight service quality and customer satisfaction, which will ultimately translate into53

greater freight demand and revenue gain for freight forwarders and carriers (Cochrane et al., 2017). In addition, the54

reduction in freight traffic brought by co-modal operation could potentially enhance the reliability and ridership of bus55

services, especially for the routes operating in city centers (Trentini & Mahléné, 2010; Arvidsson et al., 2016; Guo56

et al., 2020). Moreover, empirical studies (e.g., Van Duin et al., 2019) also suggested that urban co-modality would57

create job opportunities (e.g., handling and supervising parcels in transit systems), resulting in long-term societal58

benefits.59

Despite the benefits of co-modal services, introducing the co-modal service, while providing an additional option,60

brings a new competitor to existing freight carriers, and thus may reduce the potential profit of freight carriers, which61

will further affect freight forwarders’ operation decisions, as well as the resulting level of service for freight customers.62

To the best of our knowledge, strategic interactions among freight forwarders, carriers and transit operators in a co-63

modal system, and how these interactions will further interact with passengers and freight customers, and how the64

co-modal service will impact carriers’ profit and operation decisions have not been analytically examined.65

This study proposes an analytical framework to uncover the impact of introducing the urban co-modality on the66

existing urban freight forwarding services and urban transit services and to provide insights into interactions among67

operators and optimal operation decisions of a co-modal system. In the co-modal context, we consider a transit68

market with one transit operator who serves passengers, and a freight (forwarding) market with one freight forwarder69

who serves freight customers and may use both the direct road mode operated by one carrier and the co-modal70

mode provided by the transit operator. The carrier and the transit operator serve the freight units assigned to the71

direct road channel and the co-modal channel, respectively, and charge the freight forwarder freight transportation72

fares. Under such a setting, the transit market endogenously interacts with the freight market due to the cross-type73

flow/demand interactions on the shared freight-passenger transit service (i.e., the co-modal channel). The freight74

forwarder determines the freight fare charged to the customers and the modal-split strategy for collected freight units.75

The carrier determines the price for transporting the freight on road and the trucking capacity used to transport freight.76

The transit operator determines the transit fare charged to the passengers, the transit service frequency, the co-modal77

price for transporting freight and the transit capacity reserved for freight. Note that these operation decisions will78

affect levels of services for transit passengers and freight customers and govern the supply-demand equilibrium for79

the interacting transit and freight markets.80

The aforementioned co-modal problem is relevant to existing studies on the freight modal-split or mode choice81

problems in the context of short- and/or long-haul intercity transportation chain. This is because the coexistence of the82

direct road mode and the co-modal mode in an urban setting indeed has a similar nature of those problems. The mode83

choice problems in the freight transportation sector have been extensively investigated in literature of supply chain84

management, which mostly focused on coalitions and competitions among freight transportation service providers,85

such as business cooperation among multiple freight operators (Saeed, 2013), competition between air and high-speed86

rail transportation (Tsunoda, 2018), competition between intermodal and direct freight service providers (Tamannaei87

et al., 2021). Due to the fact that intercity freight transportation rarely involves a mode that accommodates both88

1Several different terminologies for co-modality have been used in the literature, such as cargo hitching, passenger-and-package sharing, freight-
on-transit (FOT) services, or synergy between passenger and freight (Cochrane et al., 2017; Elbert & Rentschler, 2021).
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freight and passenger flows and that generates cross-type flow interactions, existing models cannot be directly applied89

for co-modal systems.90

Recently, Ma et al. (2022) examined the modal-split and pricing problem under an urban bi-modal freight network91

(road and co-modal modes) using a game-theoretical approach with a simplification on the passenger and freight92

demand setting, and demonstrated the potential of co-modal systems in enhancing the transit and freight operators’93

profits. Following that, Ma et al. (2023) further investigated the effect of co-modality on service qualities of transit and94

freight services in the game between a transit operator and a freight operator. However, existing studies are based on95

the setting where the sole freight operator collects freight, operates the direct road channel (for transporting freight),96

and competes/cooperates with the transit operator who operates the co-modal channel. The outsourcing arrangement97

(a key feature of urban logistics activities serving the e-commerce industry) among the freight forwarder, carrier and98

co-modal service provider (i.e., transit operator) for transporting urban freight and its impact on the existing freight99

and transit systems, levels of services, users’ welfare and operators’ profits have not been studied.100

The main contributions of this paper are threefold. (i) This study is the first to model the urban co-modality101

considering an outsourcing arrangement among a freight forwarder, a carrier and a transit operator for urban freight102

transportation. How the introduction of co-modal services will directly affect the existing carrier’s operation deci-103

sions and profits/benefits, and thus endogenously impact the levels of service for freight customers is established. The104

co-modal system equilibrium is formulated, and the properties of the interacting transit and freight markets are ana-105

lyzed via the comparative statics regarding operators’ operation decisions. (ii) We derive the analytical conditions for106

the existence of Pareto-improving co-modal operation decision combinations, under which the profits of the freight107

forwarder, carrier and transit operator, and the consumer surpluses of freight customers and passengers are increased108

or at least not decreased after introducing the co-modal service. (iii) The analytical properties of the freight for-109

warder’s, carrier’s and transit operator’s optimal operation decisions under different games among the three operators110

are explored. Specifically, the optimal operation decisions and profits under the Nash equilibrium and Nash arbitrated111

solution are compared analytically and numerically, which provides understanding regarding the system-wide impacts112

of the co-modality solution.113

The remainder of this paper is organized as follows. Section 2 presents the problem description and model for-114

mulation. Section 3 defines the Pareto-improving operation decision combinations, presents its existence conditions115

and demonstrates how to find a Pareto-improving operation decision combination. Section 4 formulates and analyzes116

the non-cooperative and cooperative games for the co-modality. Section 5 conducts numerical study and sensitivity117

analysis. Section 6 concludes the paper.118

2. Model formulation119

This section begins with the problem description and then introduces formulations in relation to the freight cus-120

tomers, transit passengers, freight forwarder, carrier and transit operator. The effects of operators’ operation decisions121

on the supply-demand equilibrium on the freight side and that on the transit side (i.e., the equilibrium users’ costs and122

demand) are examined, respectively.123

2.1. Problem description124

We consider a stylized intra-city freight transportation network as shown in Fig. 1a, which permits tractable ana-125

lytical derivations. A freight forwarder collects freight from consignors, consolidates the freight at the origin service126

center (OSC), and prepares for transportation to another service center near to consignees, i.e., the destination service127

center (DSC). Since the freight forwarder does not have the transportation assets, it outsources the freight shipping128

services to other service providers or carriers. The freight forwarder chooses between the two freight transportation129

modes (sometimes referred to as channels later on): the direct road mode and the co-modal mode. The freight as-130

signed to the direct road channel are transported by one carrier. While, the freight assigned to the co-modal channel131

are transported in a shared-used transit system (with freight and passenger flows) which is operated by one transit132

operator (Fig. 1b). To use the co-modal service, there will be connection trips between the OSC and the departure133

transit station and the destination transit station and DSC (refer to Fig. 1a). Additional operating cost incurred by the134

connection trips will be either shared between the freight forwarder and the transit operator or solely covered by one135

of them.136
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Considering that the first-mile trips (connecting consignors and logistics service points) and last-mile trips (con-137

necting logistics service centers and consignees) are necessary for both channels, to simplify the analytical model,138

we assume that the road channel and the co-modal channel are symmetric in terms of the first- and last-mile opera-139

tions, including pick-up, routing, sorting and drop-off tasks. Therefore, the first- and last-mile operating costs will140

not be incorporated in the model. The differences between the two channels are mainly reflected by how the collected141

freight units are transported between the logistics service centers. In particular, the road channel directly transports142

the freight between the service points without transshipment operation. Whereas, the co-modal channel involves not143

only the connection trips between logistics service centers and transit stations but also the mixed-used passenger-144

freight transit vehicles. Such a setting allows us to focus on modeling and examining how the connection trips and145

mixed passenger-freight transit usage impact operators’ operation decisions, freight and transit service qualities and146

the overall system performance.147

In the following, the consignors and consignees are collectively termed as the freight customers whose costs are148

governed by freight fare and levels of freight service. The freight forwarder, carrier and transit operator are sometimes149

collectively called operators.150

Fig. 1. Problem setting: (a) Bi-modal freight network with co-modality; (b) flow chart of the freight transportation; and (c) multi-
sided interactions among operators and users.

We now discuss the multi-sided interactions among the freight forwarder, carrier, transit operator, freight cus-151

tomers and passengers which are depicted in Fig. 1c. The freight forwarder determines the freight fare charged to the152

customers τ f and the amount of the freight to be transported by the carrier na and that to be transported by the transit153

operator nb. The carrier determines the road transportation price (per freight unit) ma and the trucking capacity sa.154

The transit operator determines the co-modal transportation price (per freight unit) mb and the capacity of the transit155

system reserved for freight transportation, i.e., freight-on-transit (FOT) or co-modal capacity, sb. The capacities sa156
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and sb will affect the levels of service for freight customers. It follows that τ f , sa and sb impact the freight demand157

n. Besides, the transit operator also serves passengers and determines the transit fare τp charged to the passengers158

and the transit service frequency h. The transit demand q is impacted by τp, h and sb (a larger sb means fewer spaces159

and more crowding for passengers). Note that we consider the freight forwarder shares the information about the160

freight customers’ response to trucking capacity changes (i.e., the change of n with sa) with the carrier, and also161

shares the information about the freight customers’ response to FOT capacity changes (i.e., the change of n with sb)162

with the transit operator (the freight carrier and transit operator may also observe/infer this information due to their163

involvement in the freight transportation process). While, other information about their operation decisions are only164

visible among the operators if cooperation (among the operators) exists. Subscript ‘a’ denotes the road channel and165

‘b’ indicates the co-modal channel.166

The main notations in this paper are summarized in Table B1 in Appendix B. Those not included in Table B1 are167

specified in the text.168

2.2. Freight customers, freight forwarder and carrier169

(Freight customers) Consider a freight customer making a request for parcel transportation directly to the freight170

forwarder who is an intermediary between the customers and the carrier or the transit operator. The parcels collected171

by the freight forwarders are then allocated to the two channels based on freight forwarder’s mode-split strategies for172

freight; and the freight customers do not need to concern which channel is used for transporting their parcels. Instead,173

the customers evaluate the overall freight cost based on (i) freight fare and (ii) total service time (non-monetary cost)174

provided by the forwarder (sum of expected delivery time and unexpected delay). The total service time depends on175

levels of service of the two channels. Let n denote the freight demand which is elastic and is a strictly decreasing176

function of the total freight cost c f , i.e.,177

n = D f (c f ) (1)

where D f (c f ) ≥ 0 and D′f (c f ) < 0.178

The total freight cost c f consists of three components: the freight fare τ f , the expected delivery time cost if there179

is no delay t f , and the delay cost l f that depends on operation decision of the freight forwarder, given by180

c f = τ f + t f + l f (na, nb, sa, sb) (2)

where l f (·) is a function of four variables, the freight volumes in road channel na and co-modal channel nb, and the181

freight transportation capacity in road channel sa and co-modal channel sb. Without loss of generality, it is assumed182

that the delay function l f (·) is twice differentiable with respect to na, nb, sa and sb. It increases with na and nb183

(e.g., a larger freight volume of a channel generates more processing delay), and decreases with sa and sb (e.g.,184

a greater channel capacity means less delays for processing and freight transportation), i.e., l′f ,na
= ∂l f /∂na > 0,185

l′f ,nb
= ∂l f /∂nb > 0, l′f ,sa

= ∂l f /∂sa < 0, l′f ,sb
= ∂l f /∂sb < 0. It is assumed that given na and nb, when si → +∞,186

i ∈ a, b, l f → 0. The intuition behind this is that when the transportation capacity of the two channels are extremely187

large, there would be no delay in freight transportation.2 Let w ∈ [0, 1] denote the proportion of freight units allocated188

to the co-modal channel (i.e., modal-split set by the freight forwarder). Thus, the freight volume in each channel is189

given by na = (1 − w)n and nb = wn, respectively. Note that given si, the trucking capacity of the direct road channel190

will not impact the co-modal channel’s level of service, and vice versa.191

The freight market’s supply-demand equilibrium is defined by the demand function in Eq. (1) and the cost/supply192

function in Eq. (2). Since ∂c f /∂n > 0 and D′f (c f ) = dn/dc f < 0, it can be verified that the freight market has a193

unique supply-demand equilibrium. We further let n∗ and c∗f denote the equilibrium freight demand and freight cost,194

2The analytical analysis in this paper does not rely on a specific function form of l f (·). A future study may consider a specific delay function to
characterize the case that the delay may only increase (or increase noticeably) when a certain freight volume is reached, which could be formulated
by a piecewise function with a number of segments. Real-world data can be also applied to calibrate the delay function.
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respectively. Based on Eqs. (1) and (2), we can obtain the following:195

∂n∗

∂τ f
=

D′f
β f

< 0;
∂n∗

∂sa
=

D′f
β f

l′f ,sa
> 0;

∂n∗

∂sb
=

D′f
β f

l′f ,sb
> 0;

∂n∗

∂w
= n∗(l′f ,nb

− l′f ,na
)
D′f
β f

∂c∗f
∂τ f
=

1
D′f

∂n∗

∂τ f
> 0;

∂c∗f
∂sa
=

1
D′f

∂n∗

∂sa
< 0;

∂c∗f
∂sb
=

1
D′f

∂n∗

∂sb
< 0;

∂c∗f
∂w
=

1
D′f

∂n∗

∂w

(3)

where β f = 1−D′f [l
′
f ,na

(1−w)+ l′f ,nb
w] > 0. Eq. (3) says that when the freight fare τ f increases, the equilibrium freight196

demand (resp. cost) decreases (resp. increases); and when the trucking capacity sa or FOT capacity sb increases, the197

freight demand (resp. cost) increases (resp. decreases). Next, the signs of ∂n∗/∂w and ∂c∗f /∂w are governed by the198

sign of (l′f ,nb
− l′f ,na

). For instance, when l′f ,nb
> l′f ,na

, meaning the marginal increase in the non-monetary cost brought199

by the increase in freight volume on the co-modal channel is greater than that brought by the increase in freight volume200

on the direct road channel, increasing the proportion of freight transported by the co-modal mode (w) will lead to a201

decreased freight demand. This might be the case given a transit system with relatively small spare capacities for202

freight transportation, where assigning more freight units to the co-modal channel would incur additional shipping203

delay and thus lower the attractiveness of the freight service (i.e., freight demand). When l′f ,nb
= l′f ,na

, indicating the204

two channels are symmetric in terms of the impact of the freight volume on the channels’ levels of service, the freight205

forwarder’s modal-split strategy for freight will pose no effect on the equilibrium freight demand, i.e., ∂n∗/∂w = 0. In206

addition, to quantify freight customers’ welfare, we further let ψ f denote the consumer surplus of freight customers,207

and ψ f can be written as:208

ψ f =

∫ n

0
D−1

f (t)dt − nc f (4)

(Freight forwarder) The freight forwarder’s profit π f can be written as follows:209

π f = τ f n − mana − mbnb − k f (n) − αkc (nb) (5)

where τ f n is the total revenue from freight customers, ma is the direct road transportation price per freight unit set210

by the carrier, mana is the payment to the carrier, mb is the co-modal transportation price per freight unit set by the211

transit operator, mbnb is the payment to the transit operator, k f (·) is the freight forwarder’s general operating cost212

in relation to the freight volume (e.g., storage cost and labor cost for handling freight), kc(·) is the operating cost213

in relation to the connection trips (between freight service centers and transit stations). In particular, k f (·) is an214

increasing and convex function of n, and kc(·) is an increasing and convex function of nb, i.e., k′f = dk f /dn > 0,215

d2k f /dn2 ≥ 0, k′c = dkc/dnb > 0 and d2kc/dn2
b ≥ 0. It is noteworthy that in this paper, we consider different co-216

modal service operation scenarios, in which the connection trip cost could be either solely covered by the freight217

forwarder or the transit operator, or jointly shared by the two operators. The parameter α = [0, 1] is introduced to the218

freight forwarder’s profit function and transit operator’s profit function (to be detailed in Eq. (13)) for describing these219

two scenarios, where α = 1 means the connection cost is solely covered by the freight forwarder, α = 0 means the220

connection cost is solely covered by the transit operator, and the cost is shared when α ∈ (0, 1). We will examine how221

the value of α will impact the optimal operation decisions and system efficiency metrics in Section 4. Next, before222

introducing the co-modality, the freight forwarder’s profit can be written as follows:223

π0
f = τ f n − man − k f (n) (6)

(Freight carrier) The profit of the freight carrier who operates the direct road channel can be written as follows:224

πa = mana − ka(na, sa) (7)

where mana is the revenue from transporting freight and ka(·) is the operating cost in relation to road transportation225

for freight which is governed by freight volume na on the direct road channel and trucking capacity sa. Specifically,226

ka(·) is an increasing and convex function of na and sa, i.e., k′a,na
= ∂ka/∂na > 0, k′a,sa

= ∂ka/∂sa > 0, ∂2ka/∂n2
a ≥ 0227

and ∂2ka/∂s2
a ≥ 0. When the co-modal channel is not in place, the carrier’s profit can be written as:228

π0
a = man − ka(n, sa) (8)
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2.3. Transit passengers and transit operator229

(Transit passengers) Similar to the freight demand, the transit demand is also elastic and is a strictly decreasing230

function of the total transit cost cp.231

q = Dp(cp) (9)

where Dp(cp) > 0 and D′p(cp) < 0.232

The transit passenger cost cp consists of three components: the transit fare τp, the constant in-vehicle travel time233

cost tp, and the waiting time delay cost lp that depends on passenger volume and transit level of service, i.e.,234

cp = τp + tp + lp(q, h, sb) (10)

where the delay cost lp(·) is a twice differentiable function with respect to three variables, i.e., passenger demand q,235

transit service frequency h, and reserved transit capacity for FOT sb, such that l′p,q = ∂lp/∂q > 0, l′p,sb
= ∂lp/∂sb > 0,236

l′p,h = ∂lp/∂h < 0. Given q and sb, when h → +∞, lp → 0. The intuition behind this is that if the transit service237

frequency can be set extremely large, passengers would experience no waiting delay.238

The transit market’s supply-demand equilibrium is defined by the demand function in Eq. (9) and the cost/supply239

function in Eq. (10). Since ∂cp/∂q > 0 and D′p(cp) = dq/dcp < 0, it can be verified that the transit market also has a240

unique supply-demand equilibrium. Denote q∗ and c∗p the equilibrium passenger demand and transit cost, respectively.241

Based on Eqs. (9) and (10), we can obtain the following:242

∂q∗

∂τp
=

D′p
βp

< 0;
∂q∗

∂h
=

D′p
βp

l′p,h > 0;
∂q∗

∂sb
=

D′p
βp

l′p,sb
< 0

∂c∗p
∂τp
=

1
D′p

∂q∗

∂h
> 0;

∂c∗p
∂sa
=

1
D′p

∂q∗

∂h
< 0;

∂c∗p
∂sb
=

1
D′p

∂q∗

∂sb
> 0

(11)

where βp = 1 − D′pl′p,q > 0. Eq. (11) says that when the transit fare τp or FOT capacity sb increases, the equilibrium243

passenger demand (resp. transit cost) decreases (resp. increases); and when the transit frequency increases, the244

equilibrium passenger demand (resp. transit cost) increases (resp. decreases). Furthermore, we let ψp denote the245

consumer surplus of passengers, and ψp can be written as:246

ψp =

∫ q

0
D−1

p (t)dt − qcp (12)

(Transit operator) The transit operator’s profit πb can be written as follows:247

πb = τpq + mbnb − kp(q, h) − kb(nb) − (1 − α)kc(nb) (13)

where τpq is the revenue from passengers, mbnb is the revenue from providing the co-modal service, kp(q, h) is the248

operating cost of the transit service, kb(·) is the operating cost in relation to freight transportation within the transit249

system, and kc(·), as discussed earlier, is the connection trip cost. In particular, kp(·) is an increasing and convex250

function of q and h, i.e., k′p,q = ∂kp/∂q, k′p,h = ∂kp/∂h, ∂2kp/∂q2 ≥ 0, and ∂2kp/∂h2 ≥ 0. kb(·) is an increasing and251

convex function of (1 − w)n, i.e., k′b = dkb/dnb > 0 and d2kb/dn2
b > 0. When there is no co-modality, the transit252

operator’s profit is written as follows:253

π0
b = τpq − kp(q, h) (14)

3. The Pareto-improving co-modal system254

This section investigates operation decision combination(s) that will generate a Pareto-improving co-modal sys-255

tem, under which the profits of the freight forwarder, carrier and transit operator, and the consumer surpluses of the256

freight customers and passengers are increased or at least not decreased compared with the status quo without the co-257

modality. Such an operation decision combination is termed as Profit-and-Consumer-surplus-based Pareto-improving258

(PCPI) operation decision combination. In particular, Section 3.1 gives a formal definition of the PCPI operation de-259

cision combination, and derives the sufficient condition that guarantees the existence of such a decision combination.260

Section 3.2 introduces an optimization problem that helps find one PCPI operation decision combination, and the261

analytical properties of such a solution will also be examined and discussed.262
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3.1. Pareto-improving operation decisions263

The formal definition of the PCPI operation decision combination is as follows:264

Definition 1. Given an operation decision combination at the status quo (τ̃ f , m̃a, s̃a, τ̃p, h̃) without the co-modal265

service, the operation decision combination (τ f ,w,ma, sa, τp, h,mb, sb) (where nw > 0 and sb > 0) under the co-266

modal service is defined as a “Profit-and-Consumer-surplus-based Pareto-improving” (PCPI) operation decision267

combination (with respect to the status quo) if it fulfills the following five inequalities where at least one inequality268

strictly holds:269

π f ≥ π̃ f , πa ≥ π̃a, πb ≥ π̃b, ψ f ≥ ψ̃ f , ψp ≥ ψ̃p (15)

where ‘~’ denotes the variables/quantities at the status quo without co-modality.270

Remark 1. A PCPI operation decision combination is able to improve the social surplus, S S = π f +πa+πb+ψ f +ψp,271

i.e., the sum of the freight forwarder’s, carrier’s and transit operator’s profits in Eqs. (5), (7) and (13) and freight272

customers’ and transit passengers’ consumer surpluses in Eqs. (4) and (12) against the status quo.273

Following Definition 1, the condition for the existence of PCPI operation decisions can be derived, and the result274

is presented in the following proposition.275

Proposition 1. Given an operation decision at the status quo without the co-modal service, i.e., (τ̃ f , m̃a, s̃a, τ̃p, h̃),276

there exists at least one PCPI operation decision if the following Eq. (16) hold:277

k′a,na
(ñ, s̃a) > k′b(0) + k′c(0) + k′p,h(q̃, h̃)

l′p,sb
(q̃, h̃, 0)

l′p,h(q̃, h̃, 0)

l′f ,nb
(ñ, 0, s̃a, 0) − l′f ,na

(ñ, 0, s̃a, 0)

l′f ,sb
(ñ, 0, s̃a, 0)

(16a)

278

l′f ,nb
(ñ, 0, s̃a, 0) > l′f ,na

(ñ, 0, s̃a, 0) (16b)
279

π̃a > 0 (16c)

Proof. To prove Proposition 1, it suffices to show that, under conditions Eqs. (16), there exists at least one combination280

of operation decisions that gives a PCPI outcome. We will first specify one decision combination, and then prove that281

this decision combination can lead to a system equilibrium that exists and is a PCPI outcome. The full proof is282

presented in Appendix A.283

Proposition 1 identifies the sufficient conditions under which there exists at least one PCPI operation decision284

combination. From the perspective of co-modal operation decisions, the conditions in Eqs. (16a)-(16c) are exogenous,285

which depend on the status quo (without co-modality) and the delay and cost function characteristics at the status quo.286

Thus, the evaluation of these conditions is independent of the interactions among operators in the co-modal system.287

We now interpret the three conditions in Proposition 1. The three conditions prescribe the system conditions288

given the status quo operation decisions (τ̃ f , m̃a, s̃a, τ̃p, h̃), where co-modality is not introduced, i.e., w = 0, sb = 0.289

Firstly, the condition Eq. (16a) requires that, at the status quo, the marginal operating cost of the direct road channel290

k′a is greater than that of the co-modal channel (i.e., the sum of freight transportation cost of the co-modal channel291

and transit operating cost due to an increased service frequency) jointly shared by the forwarder and transit operator,292

i.e., k′b + k′c + k′p,h
l′p,sb
l′p,h

l′f ,nb
−l′f ,na

l′f ,sb

. Secondly, the condition Eq. (16b) requires that, with respect to the status quo, the293

marginal freight delay cost brought by the marginal increase in freight volume on the co-modal channel is greater than294

that on the road channel. This would be the case in practice because the co-modal transportation is regarded as the295

intermodal freight transportation in the urban context, which involves the transshipment operations, loading/unloading296

operations and additional handling arrangements within transit stations. These operations might cause additional297

freight transportation time/delay. Thus, given a marginal increase in freight units transported by the co-modal channel,298

one may expect a greater increment in freight customers’ average non-monetary cost (in comparison with the direct299

road channel without transshipment operations). Thirdly, the condition Eq. (16c) means that when the co-modality is300

not in place, the carrier earns a positive profit.301
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3.2. Optimization problem for solving a PCPI operation decision302

This subsection first introduces an optimization problem that aims to find one PCPI operation decision and then303

discusses the analytical properties of such a solution. The solution to the optimization problem in Eq. (17) is a PCPI304

operation decision.305

max V(τ f ,w,ma, sa, τp, h,mb, sb) = (π f − π̃ f )(πa − π̃a)(πb − π̃b)(ψ f − ψ̃ f )(ψp − ψ̃p) (17)

subject to (i) π f ≥ π̃ f ; πa ≥ π̃a; πb ≥ π̃b; ψ f ≥ ψ̃ f and ψp ≥ ψ̃p; (ii) the supply-demand equilibria of freight and transit306

markets defined by Eqs. (1)-(2) and Eqs. (9)-(10); and (iii) constraints on the decision variables. It is noteworthy307

that the objective function in (17) is symmetric in terms of the five efficiency metrics, i.e., the profit increments and308

consumer surplus increments. Hence, we label the solution to problem (17) as ‘PCPI-S’, where ‘S’ indicates the309

‘symmetric’ objective function.310

We consider the interior solution at which the three operators’ profits and freight customers’ and transit passengers’311

consumer surpluses are all strictly increased, i.e., π f > π̃ f , πa > π̃a, πb > π̃b, ψ f > ψ̃ f and ψp > ψ̃p. By further letting312

γ f =
π f−π̃ f

(π f−π̃ f )+(ψ f−ψ̃ f ) , 1 − γ f =
ψ f−ψ̃ f

(π f−π̃ f )+(ψ f−ψ̃ f ) , γp =
πb−π̃b

(πb−π̃b)+(ψp−ψ̃p) , and 1 − γp =
ψp−ψ̃p

(πb−π̃b)+(ψp−ψ̃p) , where γ f ∈ (0, 1) and313

γp ∈ (0, 1), the first-order conditions (FOCs) can be derived and written as follows:314 (
τ f
∂n∗

∂τ f
+ n∗ − K′

∂n∗

∂τ f

)
(1 − γ f ) −

n∗ ∂c∗f
∂τ f

 γ f = 0 (18a)

315 [
τ f
∂n∗

∂w
− K′

∂n∗

∂w
− n∗(k′b + k′c − k′a,na

)
]

(1 − γ f ) −
n∗ ∂c∗f

∂w

 γ f = 0 (18b)

316 (
τ f
∂n∗

∂sa
− K′

∂n∗

∂sa
− k′a,na

)
(1 − γ f ) −

n∗ ∂c∗f
∂sa

 γ f = 0 (18c)

317 (
τ f
∂n∗

∂sb
− K′

∂n∗

∂sb
+ τp

∂q∗

∂sb
− k′p,q

∂q∗

∂sb

)
−

n∗ ∂c∗f
∂sb

 γ f

1 − γ f
−

(
q∗
∂c∗p
∂sb

)
γp

1 − γp
= 0 (18d)

318 (
τp
∂q∗

∂τp
+ q∗ − k′p,q

∂q
∂τp

)
(1 − γp) −

(
q∗
∂c∗p
∂τp

)
γp = 0 (18e)

319 (
τp
∂q∗

∂h
− k′p,q

∂q∗

∂h
− k′p,h

)
(1 − γp) −

(
q∗
∂c∗p
∂h

)
γp = 0 (18f)

320

(n∗ − n∗w)
[
(π f − π̃ f ) − (πa − π̃a)

]
= 0 (18g)

321

(n∗w)
[
(π f − π̃ f ) − (πb − π̃b)

]
= 0 (18h)

where K′ = k′f + (1 − w)k′a,na
+ w(k′b + k′c) is the marginal operating cost of the freight transportation service jointly322

shared by the three operators due to the marginal increase in the freight demand. Specifically, K′ is the sum of (i)323

marginal operating costs of the direct road mode (1 − w)k′a,na
, (ii) the marginal operating cost of the co-modal mode324

w(k′b + k′c), and (iii) the freight forwarder’s marginal general operating cost that is not related to freight transportation325

k′f . Eqs. (18a)-(18f) indicate that when there is a marginal increase in τ f , w, sa, sb, τp and h, the weighted sum of the326

marginal effect on the sum of the three operators’ profits and that on the consumer surpluses of passengers and freight327

customers should be equal to zero. Eqs. (18g) and (18h) state that at the PCPI-S solution, the amount of profit gains328

9



(against the status quo) received by the freight forwarder, carrier and transit operator are identical. This is because,329

the objective function in Eq. (17) is symmetric as mentioned earlier. Based on Eqs. (18g) and (18h), the weight γ f can330

then be further written as γ f =
π f−π̃ f

(π f−π̃ f )+(ψ f−ψ̃ f ) =
πa−π̃a

(π f−π̃ f )+(ψ f−ψ̃ f ) =
πb−π̃b

(π f−π̃ f )+(ψ f−ψ̃ f ) . To summarize, the PCPI-S operation331

decision determined by Eq. (18) balances the trades-off among profits of the three operators and consumer surpluses,332

in which the five system efficiency metrics are able to be improved simultaneously against the status quo.333

By substituting the partial derivatives of equilibrium freight and passenger demand with respect to τ f , sa, sb, w,334

τp and h shown in Eqs. (3) and (11) into Eq. (18), and solving them simultaneously, we have:335

τPCPI-S
f = K′ + n∗[l′f ,na

(1 − w) + l′f ,nb
w] −

1 − 2γ f

1 − γ f

n∗

D′f
(19a)

336

wPCPI-S : k′a,na
+ n∗l′f ,na

= k′b + k′c + n∗l′f ,nb
(19b)

337

sPCPI-S
a : k′a,na

= −n∗l′f ,sa
(19c)

338

τPCPI-S
p = k′p,q + q∗l′p,q −

1 − 2γp

1 − γp

q∗

D′p
(19d)

339

hPCPI-S : k′p,h = −q∗l′p,h (19e)
340

sPCPI-S
b : −n∗l′f ,sb

= q∗l′p,sb
(19f)

341

mPCPI-S
a : πPCPI-S

f − π̃ f = π
PCPI-S
a − π̃a (19g)

342

mPCPI-S
b : πPCPI-S

f − π̃ f = π
PCPI-S
b − π̃b (19h)

As can be seen from Eq. (19a), the optimal freight fare charged to the freight customers at PCPI-S solution, τPCPI-S
f ,343

consists of three terms: (i) the marginal operating cost of the freight transportation service shared by the three oper-344

ators K′; (ii) the non-monetary costs of all freight customers n∗ due to the marginal increase in freight demand, i.e.,345

n∗[l′f ,na
(1 − w) + l′f ,nb

w]; (iii) the scaled monopoly markup −n∗/D′f > 0 with a coefficient of 1−2γ f

1−γ f
. According to the346

definition of γ f discussed earlier, γ f > 0.5 means that the profit gain of the three operators (identical amount of profit347

gain among the operators) is larger than the welfare gain of the freight customers (against the status quo). γ f > 0.5348

also suggests that in the first-order conditions in Eq. (18), the terms related to profit are less weighted in comparison349

with the terms related to the consumer surplus of the freight customers. This further reveals that a Pareto-improving350

outcome is established in the notion that those with a greater absolute improvement will be less weighted. Besides,351

given γ f > 0.5, it follows that 1−2γ f

1−γ f
< 0, which follows that the optimal strategy tends to favor more the freight352

customers than the operators by deducting part of the monopoly markup. In contrast to the above, when γ f < 0.5,353

1−2γ f

1−γ f
> 0, i.e., the optimal freight fare includes part of the monopoly markup. γ f = 0.5 is a neutral case where354

1−2γ f

1−γ f
= 0. One can find that the terms in the formula of the optimal transit fare τPCPI-S

p in Eq. (19d) are comparable to355

those in the optimal freight fare, where the detailed similar observations are omitted.356

We now turn to the optimal modal-split strategy w under the PCPI-S solution. As can be seen from Eq. (19b), the357

optimal modal-split strategy for freight under the PCPI-S is determined in the way that the marginal cost induced by358

the marginal increase in the freight volume on the direct road channel (k′a,na
+ n∗l′f ,na

) balances that induced by the359

marginal increase in the freight volume on the co-modal channel (k′b + k′c + n∗l′f ,nb
).360

Eq. (19c) states that at the optimal trucking capacity under the PCPI-S, sPCPI-S
a , the marginal operating cost of the361

direct road channel k′a,na
balances the non-monetary cost saving of all customers n∗ due to the a marginal increase362
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in the trucking capacity −n∗l′f ,sa
. The interpretations of Eqs. (19e) and (19f) are similar to that of Eq. (19c), which363

are omitted. Finally, Eqs. (19g) and (19h) repeat those in Eqs. (18g) and (18h), which indicate that at the PCPI-S364

road/co-modal transportation price (for one freight unit), the three operators’ profit gains (against the status quo) are365

identical.366

Remark 2. Based on the first-order optimality conditions in Eq. (18), by assuming constant k′f , k′a,na
, k′a,sa

, k′b, k′c,367

k′p,q, and k′p,h and applying the point elasticity, the profits of the freight forwarder, carrier and transit operator can be368

derived and are as follows:369

πPCPI-S
f =

1
3
ΠPCPI-S +

1
3

(2π̃ f − π̃a − π̃b) (20a)

370

πPCPI-S
a =

1
3
ΠPCPI-S +

1
3

(2π̃a − π̃ f − π̃b) (20b)

371

πPCPI-S
b =

1
3
ΠPCPI-S +

1
3

(2π̃b − π̃ f − π̃a) (20c)

where

ΠPCPI-S =
n

σn
τ f + 1

(σn
sa
− 1)K′ +

n∗

D′f

γ f

1 − γ f
(σn

τ f
+ σn

sa
)

︸                                                        ︷︷                                                        ︸
income from freight service

+
q

σ
q
τp + 1

[
(σq

h − 1)k′p,q +
q∗

D′p

γp

1 − γp
(σq

τp + σ
q
h)
]

︸                                                       ︷︷                                                       ︸
income from transit service

and σy
x is the elasticity of y with respect to x, i.e., σy

x =
∂y
∂x

x
y .372

The point elasticity formulae are applied for deriving the semi-explicit solution to the optimal operation decisions373

and the operators’ profits. As can be seen from Eq. (20), the three operators’ profits brought by the PCPI-S operation374

decision are governed by the profits of these operators under the status quo (π̃ f , π̃a, π̃b), and the total income from375

freight service and the transit service ΠPCPI-S.376

4. Non-cooperative and cooperative games377

This section presents the non-cooperative and cooperative games among the freight forwarder, carrier and transit378

operator. Fig. 2 shows the three game-theoretical models to be formulated and examined, which are:379

• ONC (Fig. 2a): Operators’ Optimal operation decisions under No Co-modality (ONC). We consider that without380

co-modality, the freight forwarder and carrier are under a non-cooperative relationship and maximize their prof-381

its independently. Meanwhile, the transit operator maximizes its benefit, i.e., the sum of profit and passengers’382

consumer surplus.383

• NE (Fig. 2b): The non-cooperative simultaneous game among the three operators. The solution to this game is384

Nash equilibrium (NE).385

• NAS (Fig. 2c): The cooperative Nash arbitration scheme (NAS) among the three operators (or the Nash bargaining386

game, Nash 1950)387

The optimal operation decisions and operators’ profits under the three models are derived, analyzed and compared.388
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Fig. 2. Summary of game-theoretical models

4.1. Optimal operation under no co-modality (ONC)389

4.1.1. Transit operator under ONC390

Before the introduction of the co-modal service, the freight market and the transit market are independent. The391

transit operator’s optimal operation decision (transit fare and service frequency) under no co-modality is the solution392

to the benefit maximization problem max z0
b(τp, h) = τpq− kp +ψb which is subject to the supply-demand equilibrium393

of the transit’s side that is defined by Eqs. (9)-(10), and the constraints on the decisions variables, i.e., 0 ≤ τp ≤ Tp394

and 0 ≤ h ≤ H, where Tp is the price bound set by transportation authorities or local governments, H is the maximum395

service frequency (that depends on infrastructure and operational issues).396

With the consideration of interior solutions to the transit operator’s welfare maximization problem, the following397

first-order conditions (FOCs) can be derived:398

τp
∂q∗

∂τp
+ q − k′p,q

∂q∗

∂τp
− q∗

∂c∗p
∂τp
= 0 (21a)

399

τp
∂q∗

∂h
− k′p,q

∂q∗

∂h
− k′p,h − q∗

∂c∗p
∂h
= 0 (21b)

In Eq. (21a), given a marginal increase in the transit fare, the first term on the left-hand side τp
∂q∗

∂τp
is the marginal400

decrease in the revenue due to the decreased passenger demand (induced by the marginal increase in the transit fare);401

the second term q∗ is the additional transit fare collected from the q∗ passengers due to the increased fare; the third402

term −k′p,q
∂q∗

∂τp
is the marginal saving on the operating cost induced by the decreased demand; and the fourth term q∗

∂c∗p
∂τp

403

is the marginal change in the consumer surplus of passengers.404

In Eq. (21b), given a marginal increase in the transit service frequency, the first term on the left-hand side τp
∂q∗

∂h405

is the marginal revenue increase due to the increased transit demand (brought by the increased service frequency);406

the second and third terms −k′p,q
∂q∗

∂h − k′p,h are the marginal operating cost; and the fourth term −q∗
∂c∗p
∂h is the marginal407

change in consumer surplus of passengers.408

By substituting the partial derivatives of equilibrium passenger demand with respect to τp and h shown in Eq. (11)409

into Eq. (21), and solving them simultaneously, it gives:410

τONC
p = k′p,q + q∗l′p,q; hONC : k′p,h = −ql′p,h (22)

As can be seen from Eq. (22), τONC
p consists of two terms: (i) the marginal operating cost k′p,q and (ii) the non-411

monetary cost of all transit passengers q∗ brought by the marginal increase in passenger demand q∗l′p,q. Next from the412

optimality condition of hONC, it is clear that at the optimal transit service frequency hONC, the marginal operating cost413

due to increased service frequency k′p,h offsets the non-monetary saving of all transit passengers q∗ due to the marginal414

increase in the service frequency −q∗l′p,h.415

Remark 3. Based on the first-order optimality conditions in Eq. (21), by assuming constant k′p,q and k′p,h, and applying416

the point elasticity, the profit of the transit operator can be derived and is as follows:417

πONC
b =

q∗

σ
q
τp + 1

[
k′p,q(σq

h − 1) +
q∗

D′p
(στp

q + σ
q
h)
]

(23)
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The optimal operation decisions of the transit operator under ONC in Eq. (22) could be considered as the operation418

decision at the status quo, i.e., τ̃p = τONC
p and h̃ = hONC. The profit of the transit operator under ONC in Eq. (23)419

will be further compared with that under the co-modality in Section 4.2 in order to obtain additional insights into the420

impact of the co-modality on operators’ profits.421

4.1.2. Freight forwarder and carrier under ONC422

We now examine optimal operation decision of the freight forwarder and the carrier under ONC. We consider423

that under ONC, the freight forwarder and the carrier are in a non-cooperative relationship, where they optimize424

their operation decisions independently and simultaneously (i.e., Nash equilibrium, NE). One can obtain the optimal425

operation decisions of the two operators under ONC by solving the problems max π0
f (τ f ) = τ f n − man − k f and426

max π0
a(ma, sa) = man − ka simultaneously, where both problems are subject to supply-demand equilibrium of the427

freight side defined by Eqs. (1)-(2), and the constraints on the decisions variables, i.e., 0 ≤ τ f ≤ T f , 0 ≤ ma ≤ Ma,428

and S a ≤ sa ≤ S̄ a. T f and Ma are the price bounds that are subject to government regulations or local pricing policies,429

S a > 0 is the minimum trucking capacity that ensures the freight transportation operation, S̄ a is the maximum amount430

of trucking capacity that could be acquired by the carrier. Note that the constraints on the decision variables ensures431

the compactness of the feasible domain and thus guarantees the existence of the Nash equilibrium.432

With the consideration of interior solutions, where possible, the following first-order conditions (FOCs) can be433

derived:434

τ f
∂n∗

∂τ f
+ n∗ − ma

∂n∗

∂τ f
− k′f

∂n∗

∂τ f
= 0 (24a)

435

mONC
a = Ma (24b)

436

ma
∂n∗

∂sa
− k′a,na

∂n∗

∂sa
− k′a,sa

= 0 (24c)

437

In Eq. (24a), given the marginal increase in the freight fare, the first term on the left-hand side τ f
∂n∗
∂τ f

is the marginal438

decrease in the revenue due to the decreased freight demand induced by the marginal increase in the freight fare; the439

second term n∗ is the additional freight fare collected from the n∗ customers due to the increased fare; the third term440

−ma
∂n∗
∂τ f

is the marginal saving on the road transportation fee induced by the decreased demand; and the fourth term441

−k′f
∂n∗
∂τ f

is the marginal saving on the freight forwarder’s operating cost due to the decreased demand.442

Eq. (24b) gives the formula of the optimal pricing strategy of the road mode under ONC. It is clear that mONC
a443

falls on the upper bound Ma. This is because the road transportation price does not have direct or indirect effect on444

the freight demand under ONC. A more detailed explanation is as follows. Firstly, the road transportation fee has445

no direct effect on the freight customers’ cost due to the fact that the fee is not paid directly by freight customers.446

Whereas, the fee is covered by the freight forwarder (i.e., intermediary between the customers and the carrier). Next,447

under the regime ONC, the freight forwarder and carrier maximize their profit simultaneously. This is to say that the448

carrier’s road fee does not impact the freight forwarder’s pricing decision or the freight customers’ cost. Thus, there449

is no indirect effect of road fare on freight cost. Since the road transportation price imposes no effect on the freight450

cost (and thus freight demand), it can be set at the allowed maximum under ONC.451

In Eq. (24c), given a marginal increase in the trucking capacity, the first term on the left-hand side ma
∂n∗
∂sa

is452

the marginal revenue increase due to the increased freight demand (brought by the increased trucking capacity); the453

second and third terms −k′a,na
∂n∗
∂sa
− k′a,sa

is the marginal operating cost.454

By substituting the partial derivatives of equilibrium freight demand with respect to τ f and sa shown in Eq. (3)455

into Eq. (24), and solving them simultaneously, it gives:456

τONC
f = Ma + k′f + n∗l′f ,na

−
n∗

D′f
; mONC

a = Ma; sONC
a : (Ma − k′a,na

)
∂n∗

∂sa
= k′a,sa

(25)
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As can be seen from Eq. (25), the optimal freight fare under ONC with non-cooperative relationship between the457

freight forwarder and the carrier, i.e., τONC
f , consists of four terms: (i) the marginal road transportation cost Ma, (ii)458

the marginal general operating cost k′f , (iii) the non-monetary cost of all customers n∗ brought by a marginal increase459

in freight volume l′f ,na
, and (iv) the monopoly markup − n∗

D′f
. The expressions/conditions for mONC

a and sONC
a repeat460

those in Eqs. (24b) and (24c). Based on the optimality condition for sONC
a in Eq. (25), we can obtain the following461

remark.462

Remark 4. Given an interior solution of the optimal trucking capacity under ONC, i.e., sONC
a , the carrier’s marginal463

operating cost associated with a marginal increase in the freight volume is always smaller than the upper bound of464

the direct road price Ma, i.e., Ma − k′a,na
> 0.465

Proof. Based on the optimality condition for sONC
a where (Ma − k′a,na

) ∂n∗
∂sa
= k′a,sa

, since k′a,sa
> 0 and ∂n∗

∂sa
> 0, one can466

readily obtain Ma − k′a,na
> 0.467

Remark 5. Based on the first-order optimality conditions in Eq. (25), by assuming constant k′f , k′a,na
and k′a,sa

, and468

applying the point elasticity, the profits of the freight forwarder and carrier under ONC can be derived and are as469

follows:470

πONC
f =

−1
σn
τ f + 1

(Ma + k′f )n
∗ > 0; πONC

a = (Ma − k′a,na
)(1 − σn

sa
)n∗ (26)

Based on Eq. (24a), one can verify that σn
τ f
< −1 as τONC

f > Ma + k′f . It follows that the freight forwarder’s profit471

is always positive, i.e., πONC
f > 0. Next, based on the expression of πONC

a , it is clear that considering an interior sONC
a472

with Ma − k′a,na
> 0 (see Remark 4), the sign of carrier profit under ONC is only governed by the value of σn

sa
. Then,473

the carrier earns a positive profit if 0 < σn
sa
< 1 (i.e., one percent increase in trucking capacity yields less than one474

percent increase in freight demand), a negative profit if σsa
n > 1 (i.e., one percent increase in trucking capacity yields475

more than one percent increase in freight demand), and a zero profit if σsa
n = 1.476

4.2. Non-cooperative game in the co-modality477

We first consider the Nash equilibrium among the freight forwarder, carrier and transit operator, where the three478

operators maximize their profits/benefits independently and simultaneously. We let ‘NE’ denote this case. The freight479

forwarder solves max π f (τ f ,w) which is subject to supply-demand equilibrium of the freight side defined by Eqs. (1)-480

(2), and the constraints on the decisions variables, i.e., 0 ≤ τ f ≤ T f , 0 ≤ w ≤ 1. The carrier solves max πa(ma, sa)481

which is also subject to supply-demand equilibrium of the freight side defined by Eqs. (1)-(2), and the constraints on482

the decisions variables, i.e., 0 ≤ ma ≤ Ma, and S a ≤ sa ≤ S̄ a. The transit operator solves max zb(τp, h,mb, sb) = πb+ψp483

which is subject to the supply-demand equilibria of freight and transit market defined by Eqs. (1)-(2) and Eqs. (9)-(10),484

and the constraints on the decisions variables, i.e., 0 ≤ τp ≤ Tp, 0 ≤ h ≤ H, 0 ≤ mb ≤ Mb and 0 ≤ sb ≤ vt, where485

vt = vt(q, v) is the remaining capacity on the public transit system which is governed by the passenger demand q and486

the total capacity in the transit system v.487

With the consideration of interior solutions where possible, optimality conditions for the Nash equilibrium (NE)488

are derived and displayed below:489

τ f
∂n∗

∂τ f
+ n∗ − (1 − w)ma

∂n∗

∂τ f
− mbw

∂n∗

∂τ f
− k′f

∂n∗

∂τ f
− αwk′c

∂n∗

∂τ f
= 0 (27a)

490

τ f
∂n∗

∂w
+ man∗ − (1 − w)ma

∂n∗

∂w
− mbw

∂n∗

∂w
− mbn∗ − k′f

∂n∗

∂w
− αk′c(n + w

∂n∗

∂w
) = 0 (27b)

491

mNE
a = Ma (27c)

492

ma(1 − w)
∂n∗

∂sa
− k′a,na

(1 − w)
∂n∗

∂sa
− k′a,sa

= 0 (27d)
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493

τp
∂q∗

∂τp
+ q∗ − k′p,q

∂q∗

∂τp
−
∂c∗p
∂τp

q∗ = 0 (27e)

494

τp
∂q∗

∂h
− k′p,q

∂q
∂h
− k′p,h −

∂cp

∂h
q∗ = 0 (27f)

495

mNE
b = Mb (27g)

496

τp
∂q∗

∂sb
+ mbw

∂n∗

∂sb
− k′p

∂q∗

∂sb
− wk′b

∂n∗

∂sb
− (1 − α)wk′c

∂n∗

∂sb
−
∂c∗p
∂sb

q∗ = 0 (27h)

The FOCs/expressions for the optimal decision strategies under NE with respect to τ f , ma, s f , τp and h are comparable497

to those in Eq. (21) and (24), and thus the detailed description is omitted. Regarding mb in Eq. (27g), it is clear that498

the co-modal fee under NE is also set at the allowed maximum, where the corresponding reasoning is similar to that499

for Eq. (24b). It is noteworthy that the exact solutions under NE will be further governed by the values of w and sb.500

We now focus on explaining the FOCs for w and sb. In Eq. (27b), given a marginal increase in the proportion of501

freight units assigned to the co-modal channel w, the first term on the left-hand side τ f
∂n∗
∂w is the marginal revenue502

brought by a marginal variation in modal-split strategy for freight; the second to fifth terms man∗ − (1 − w)ma
∂n∗
∂w −503

mbw ∂n∗
∂w − mbn∗ are the marginal change in the transportation fee (i.e., road plus co-modal fees) due to a marginal504

increase in w; the sixth term −k′f
∂n∗
∂w is the marginal operating cost of the freight forwarder; and the seventh and eighth505

terms −αk′c(n + w ∂n∗
∂w ) describe the marginal operating cost in relation to the connection trips.506

In Eq. (27h), given a marginal increase in the freight-on-transit (FOT) capacity reserved for freight, the first term507

on the left-hand side τp
∂q∗

∂sb
is the marginal revenue loss induced by the decreased passenger demand due to co-modal508

operation; the second term mbw ∂n∗
∂sb

is the marginal revenue increase from the co-modal service brought by increased509

freight volume on the co-modal channel (i.e., w ∂n∗
∂sb

); the third term is −k′p
∂q∗

∂sb
is the marginal saving in transit service510

operating cost due to the decreased transit demand; the fourth and fifth terms −wk′b
∂n∗
∂sb
−(1−α)wk′c

∂n∗
∂sb

together describe511

the marginal co-modal transportation operating cost of the transit operator.512

By substituting the partial derivatives of equilibrium freight and passenger demand with respect to τ f , sa, sb, w,513

τp and h shown in Eqs. (3) and (11) into Eq. (27), and solving them simultaneously, it gives:514

τNE
f = (1 − wNE)Ma + wNEMb + k′f + αwNEk′c + n∗

[
l′f ,na

(1 − wNE) + l′f ,nb
wNE

]
−

n∗

D′f
wNE : Ma + n∗l′f ,na

= Mb + n∗l′f ,nb
+ αk′c

mNE
a = Ma

sNE
a : (1 − wNE)[Ma − k′a,na

]
∂n∗

∂sa
= k′a,sa

τNE
p = k′p,q + q∗l′p,q;

hNE : k′p,h = −q∗l′p,h
mNE

b = Mb

sNE
b : wNE[Mb − k′b − (1 − α)k′c]

∂n∗

∂sb
= q∗l′p,sb

(28)

As can be seen from Eq. (28), the formula for τNE
f is also comparable to that for τONC

f as it also consists of three515

components: (i) the marginal operating cost, i.e., (1 − wNE)Ma + wNEMb + k′f + αwNEk′c; (ii) the non-monetary cost516

of all customers n∗ brought by the marginal increase in freight volume on the road channel and that on the co-modal517
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channel n∗
[
l′f ,na

(1 − wNE) + l′f ,nb
wNE

]
; and (iii) the monopoly markup − n∗

D′f
. The optimal condition with respect to wNE

518

says that the modal-split strategy for freight should be set in the way that the marginal cost of using the direct road519

channel Ma + n∗l′f ,na
balances the marginal cost of using the co-modal channel Mb + n∗l′f ,nb

+ αk′c.520

Next, the optimality conditions for sNE
a and sNE

b in Eq. (28) balances the trades-off between operators’ marginal521

revenue in concern and the marginal cost due to increased freight volume on the channel in concern. The optimality522

conditions for mNE
a and mNE

b simply repeat those in Eqs. (27c) and (27g). Similar to Remark 4, when an interior sNE
a523

and an interior sNE
b are considered, one can also derive that Ma > k′a,na

and Mb > k′b + (1 − α)k′c under NE. Finally, the524

optimality conditions for τNE
p and hNE are comparable to those under ONC in Eqs. (21a) and (21b).525

We now examine how the upper bound of the direct road transportation price (per freight unit) Ma, that of the526

co-modal price Mb, and the value of α jointly affect the freight forwarder’s modal-split strategy for freight. The result527

is summarized in Remark 6.528

Remark 6. After introducing the co-modality, under NE, both the direct road mode and the co-modal mode will be529

used if Ma + n∗l′f ,na
= Mb + n∗l′f ,nb

+ αk′c; the co-modal mode will not be used if Ma + n∗l′f ,na
< Mb + n∗l′f ,nb

+ αk′c; and530

the direct road mode will not be used if Ma + n∗l′f ,na
> Mb + n∗l′f ,nb

+ αk′c.531

Proof. The first part of the remark repeats the interior optimality condition for wNE in Eq. (28). The remainder of532

the remark can be derived based on the KKT conditions for the Nash equilibrium problem by considering the corner533

solutions wNE = 0 and wNE = 1, respectively, of which the details are omitted.534

We now discuss the two inequalities in Remark 6. Firstly, Ma+n∗l′f ,na
< Mb+n∗l′f ,nb

+αk′c renders an outcome where535

no freight would be assigned to the co-modal mode. This could be the case when α = 1, which means if the freight536

forwarder is responsible for the additional connection trip cost, the co-modal mode will be a less favorable mode and537

thus not be utilized. Besides, a greater value of Mb and/or a greater l′f ,nb
(meaning the co-modal channel’s levels of538

freight transportation service deteriorates faster when the freight volume on the co-modal channel increases) will also539

lead to such an outcome. Secondly, similar to the above, given a greater Ma and l′f ,na
, the inequality Ma + n∗l′f ,na

>540

Mb + n∗l′f ,nb
+ αk′c will be more likely to hold, yielding the outcome where no freight would be assigned to the direct541

road mode.542

Remark 7. Based on the first-order optimality conditions in Eq. (27), by assuming constant k′f , k′a,na
, k′a,sa

, k′b, k′c,543

k′p,q and k′p,h, and applying the point elasticity, the profits of the freight forwarder, carrier and transit operator can be544

derived and are as follows:545

πNE
f = n∗

−1
σn
τ f + 1

[
(1 − wNE)Ma + MbwNE + k′f + αwNEk′c

]
> 0

πNE
a = n∗(1 − σn

sa
)(Ma − k′a,na

)(1 − wNE)

πNE
b =

q∗

σ
q
τp + 1

[
k′p,q(σq

h − 1) +
q∗

D′p
(στp

q + σ
q
h)
]

︸                                              ︷︷                                              ︸
income from transit service

+ n∗wNE[Mb − k′b − (1 − α)k′c]︸                              ︷︷                              ︸
income from co-modal service > 0

(29)

Similar to Remark 5, based on Eq. (27a), one can also verify that σn
τ f
< −1, which leads to πNE

f > 0. The formula546

of πNE
a is also comparable with πONC

a in Eq. (26), except an additional term (1 − wNE) in πNE
a . Regarding the formula547

of πONC
b , the term describing the income from transit service under NE is comparable with that under ONC in Eq. (23)548

but the exact value is subject to sNE
b . Next, considering an interior sONC

b with Mb − k′b − (1 − α)k′c > 0 (as discussed in549

the above), the term describing the income from the co-modal service in the formula of πNE
b is positive. This validates550

that the introduction of co-modality generates additional revenue gain for the transit operator, which is consistent with551

the findings in the existing empirical studies (see e.g., Hu et al. 2020).552

We now discuss the impact of the co-modality on the carrier’s profit. It is evident that apart from σn
sa

, the value of553

πNE
a is particularly relevant to the optimal modal-split strategy for freight under NE, i.e., wNE. Suppose that under both554

ONC and NE, 0 < σn
sa
< 1, leading to πONC

a > 0 and πNE
a > 0. If the interior optimal wNE → 1, πNE

a → 0. It follows555

that πONC
a > πNE

a , indicating the carrier might be worse-off (compared with the status quo without co-modality) when556

the co-modality is introduced. By contrast, given σn
sa
> 1 under both ONC and NE, we have πONC

a < 0 and πNE
a < 0.557
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Again, if the interior optimal wNE → 1, πNE
a → 0. It then follows that πONC

a < πNE
a , meaning the carrier would have558

less profit loss and thus benefit from the co-modality. We will further compare the profits of the carriers under ONC559

and NE via numerical studies in Section 5.2.560

4.3. Cooperative game in the co-modality561

This subsection presents the cooperative Nash arbitration scheme (or Nash bargaining game, Nash 1950) among562

the three operators, where they jointly optimize the 8 decisions variables (τ f ,w,ma, sa, τp, h,mb, sb) to maximize their563

payoffs against a disagreement point, such as ONC or NE. The following analysis is based on a disagreement of564

the ONC, i.e., (πONC
f , πONC

a , zONC
b ). The solution to the following optimization problem is a Nash arbitrated solution565

(NAS):566

max U(τ f ,w,ma, sa, τp, h,mb, sb) = (π f − π
ONC
f )(πa − π

ONC
a )(πb − π

ONC
b ) (30)

subject to (i) π f ≥ π
ONC
f ; πa ≥ π

ONC
a ; and πb ≥ π

ONC
b ; (ii) the supply-demand equilibria of freight and transit markets567

defined by Eqs. (1)-(2) and Eqs. (9)-(10); and (iii) constraints on the decision variables.568

By considering the interior solutions at which the three operators’ profits are all strictly increased with the exis-569

tence of freight units on the co-modal channel, i.e., π f > πONC
f , πa > πONC

a , πb > πONC
b and n∗w > 0, the FOCs for the570

Nash arbitrated solution can be derived as follows:571

τ f
∂n∗

∂τ f
+ n∗ − K′

∂n∗

∂τ f
= 0 (31a)

572

τ f
∂n∗

∂w
− K′

∂n∗

∂w
− n∗k′b − n∗k′c + n∗k′a,na

= 0 (31b)

573

τ f
∂n∗

∂sa
− K′

∂n∗

∂sa
− k′a,sa

= 0 (31c)

574

τ f
∂n∗

∂sb
− K′

∂n∗

∂sb
+ τp

∂q∗

∂sb
− k′p,q

∂q∗

∂sb
− q∗

∂c∗p
∂sb
= 0 (31d)

575

τp
∂q∗

∂τp
+ q∗ − k′p,q

∂q∗

∂τp
− q∗

∂c∗p
∂τp
= 0 (31e)

576

τp
∂q∗

∂h
− k′p,q

∂q∗

∂h
− k′p,h − q∗

∂c∗p
∂h
= 0 (31f)

577

(n∗ − n∗w)
[
(π f − π

ONC
f ) − (πa − π

ONC
a )

]
= 0 (31g)

578

(n∗w)
[
(π f − π

ONC
f ) − (zb − zONC

b )
]
= 0 (31h)

Note that K′ = k′f + (1 − w)k′a,na
+ w(k′b + k′c) is the marginal cost of the freight transportation service jointly shared579

by the three operators induced by the marginal increase in the freight demand. In particular, K′ is the sum of (i)580

marginal operating cost of the direct road mode (1 − w)k′a,na
, (ii) the marginal operating cost of the co-modal mode581

w(k′b + k′c), and (iii) the freight forwarder’s marginal general operating cost k′f . The presence of K′ in the FOCs for the582

Nash arbitrated solution reflects the cooperative relationship among the three operators, because it emphasizes that583

the optimal operation decisions under the NAS is based on the evaluation of the marginal effect of the freight demand584

change on the three operators’ joint operating costs.585
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We now further discuss the FOCs in Eq. (31). In Eq. (31a), given the marginal increase in the freight fare, the586

interpretations on the first and second terms on the left-hand side, i.e., τ f
∂n∗
∂τ f

and n∗ are identical to those in Eq. (24a)587

of Section 4.1, which are omitted; the third term −K′ ∂n∗
∂τ f

is the marginal saving on the freight transportation service588

jointly shared by the three operators due to the decreased demand induced by the marginal increase in the freight fare.589

In Eq. (31b), given a marginal increase in the proportion of freight units assigned to the co-modal channel w, the590

first term on the left-hand side τ f
∂n∗
∂w is the marginal revenue, the second term −K′ ∂n∗

∂w is the marginal change in the591

operating cost jointly shared by the three operators; the third and fourth terms −n∗k′b − n∗k′c are the marginal co-modal592

operating cost; and the fifth term n∗k′a,na
is the marginal saving on operating cost of the direct road transportation.593

Next, both Eq. (31c) and Eq. (31d) says that given a marginal increase in the trucking/FOT capacity sa/sb, the594

marginal increase in revenue from freight customers should offset the marginal decrease in benefit jointly shared by595

the three operators. The FOCs for the Nash arbitrated solution with respect to τp and h are also comparable to those596

in Eqs. (21), and thus the detailed description is omitted. Regarding Eqs. (31g) and (31h), given an interior n∗w, we597

should have π f −π
ONC
f = πa−π

ONC
a = zb− zONC

b , meaning the three operator’s payoff gains brought by the co-modality598

and business cooperation (against the status quo) will be identical.599

By substituting the partial derivatives of equilibrium freight and passenger demand with respect to τ f , sa, sb, w,600

τp and h into FOCs at NAS in Eq. (31), and solving them simultaneously, it gives:601

τNAS
f = K′ + n∗[l′f ,na

(1 − wNAS) + l′f ,nb
wNAS] −

n∗

D′f
(32a)

602

wNAS : k′a,na
+ n∗l′f ,na

= k′b + k′c + n∗l′f ,nb
(32b)

603

sNAS
a : k′a,na

= −n∗l′f ,sa
(32c)

604

τNAS
p = k′p,q + q∗l′p,q (32d)

605

hNAS : k′p,h = −q∗l′p,h (32e)
606

sNAS
b : n∗l′f ,sb

= −q∗l′p,sb
(32f)

607

mNAS
a : πNAS

f − πONC
f = πNAS

a − πONC
a (32g)

608

mNAS
b : πNAS

f − πONC
f = πNAS

b − πONC
b (32h)

One can find that the formulae or optimality conditions for τNAS
f , sNAS

a , τNAS
p , hNAS and sNAS

b are comparable to those609

under NE in Eq. (28). Regarding the optimality condition with respect to wNAS, it indicates that the modal-split610

strategy for freight that is jointly determined by the three operators through cooperation should be set in the way that611

the marginal cost of using the direct road mode balances the marginal cost of using the co-modal mode.612

We now discuss the implications of Eqs. (32g) and (32h). Note that in general, the Nash arbitrated solution will613

not always yield an equal payoff gain (against the disagreement point) for the agents. The reasons why the operators614

have the equal payoff gains are as follows. Firstly, in Section 2.2, we mentioned that τ f , w, sa and sb are the four615

decision variables that shape freight’s supply-demand equilibrium (see Eq. (3)). From the optimality conditions of616

these four variables under NAS, i.e., Eqs. (32a), (32b), (32c) and (32f), ma and mb are absent, indicating that neither617

direct road transportation nor co-modal transportation price governs the optimal τ f , w, sa or sb under NAS. Thus, the618

ma (resp. mb) has no effect on the freight demand under NAS, and the total road (resp. co-modal) transportation fee619

mana (resp. mbnb) transferred from freight forwarder to carrier (resp. to transit operator) only linearly increases with620

ma (resp. mb). With such a property, ma and mb effectively constitute a side payment between freight forwarder and621

carrier/transit operator, which results in the equal payoff gains among the three operators under NAS.622
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Remark 8. Based on the first-order optimality conditions in Eq. (31), by assuming constant k′f , k′a,na
, k′a,sa

, k′b, k′c,623

k′p,q and k′p,h, and applying the point elasticity, the profits of the freight forwarder, carrier and transit operator can be624

derived and are as follows:625

πNAS
f =

1
3
ΠNAS +

1
3

(2πONC
f − πONC

a − zONC
b ) (33a)

626

πNAS
a =

1
3
ΠNAS +

1
3

(2πONC
a − πONC

f − zONC
b ) (33b)

627

πNAS
b =

1
3
ΠNAS +

1
3

(2zONC
b − πONC

f − πONC
a ) (33c)

where

ΠNAS = n∗
(σn

sa
− 1)

σn
τ f + 1

K′︸            ︷︷            ︸
income from freight service

+
q∗

σ
q∗
τp + 1

[
(σq

h − 1)k′p,q +
q∗

D′p
(σq

τp + σ
q
h)
]

︸                                              ︷︷                                              ︸
income from transit service

In Eq. (33), the three operator’s profit under NAS depend on the payoffs associated with the disagreement point628

(πONC
f , πONC

a , zONC
b ) and the total income from both freight service and transit service ΠNAS. The formula of ΠNAS

629

consists of two terms. The first term describes the income from the freight service, which is comparable with that630

under NE, where its sign is dependent on σn
sa

due to σn
τ f

< −1 (derived based on Eq. (31a)). The second term631

describes the income from the transit service, which is also comparable with that under ONC, NE, where its exact632

value is subject to the optimal sNAS
b . Note that α (reflecting the scenarios of the co-modal operation in relation to the633

connection trip costs) is absent in the formulae of profits, thanks to the collaborative and joint decision making under634

which the income/cost (especially for the connection trip cost) from both freight service and transit service are shared635

among the three operators.636

5. Numerical studies637

This section presents numerical examples to further illustrate the game-theoretical models and analysis in this638

paper. Section 5.1 summarizes the numerical setting. Section 5.2 compares the optimal operation decisions, profits,639

consumer surpluses, levels of service for freight customers and transit passengers under different scenarios/games.640

Section 5.3 carries out sensitivity analysis.641

5.1. Numerical settings642

The numerical study is established based on the co-modal operation in Sydney where the freight units are shipped643

from Lidcombe to Sydney central business district using the Inner West and Leppington Line (T2) Train Line of644

New South Wales, Australia. Tables 1 and 2 summarize the function specifications (that are assumed) and values of645

parameters (with sources of numerical setting), respectively.646

We now briefly discuss the functional forms applied in this section. Firstly, the generalized cost function of the647

transit service and that of the freight service both have a monetary term (i.e., service fare) and a non-monetary term648

that quantifies the levels of services. Specifically, for the transit service, the non-monetary cost is formulated to649

capture passengers’ total travel time cost (consisting of boarding and alighting delay) and passengers’ disutility due650

to in-vehicle crowding brought by passengers and freight. A distinct parameter θ describing the value of crowding651

is assigned to the term
[
ω + b0eb1[(q+ ϕsb

d )/h−v]
]
· t2 to quantify the cost of in-vehicle crowding. It is worth noting that652

the expression of the in-vehicle crowding cost in cp is in line with the transit users’ discomfort function developed653

by De Palma et al. (2015) with minor modifications. For the freight service, the non-monetary cost is governed by the654

total delivery time and the freight customers’ value of delivery time η, in which the value of η is from Hsiao (2009)655

and converted into the Australian dollar (AU$).656

19



Table 1
Function specifications

Function Specification

Generalized cost of the freight service c f = τ f + η
[
x0 + x1

n
sa+sb
+ y1(e

nb
y2 − 1) + z1(e

na
z2 − 1)

]
Generalized cost of the transit service cp = τp + ρ

[
t0 + 1

2h + t1
(

q
vh− ϕsb

d

)]
+ θ

[
ω + b0eb1[(q+ ϕsb

d )/h−v]
]
· t2

Demand function of the freight service n = n0e−ε f c f

Demand function of the transit service q = q0e−εpcp

Freight forwarder’s operating cost k f = f1n
Carrier’s operating cost ka = a1na + a2n2

a + a3sa + a4s2
a

Transit operator’s operating cost of the co-modal service kb = u1nb + u2n2
b

Operating cost of the public transit service kp = k1q + k2h
Connection trip cost kc = p1nb + p2n2

b

5.2. Results under different games657

This subsection compares the results of different games modeled in this study. The optimal operation decisions,658

profits of the three operators, consumer surpluses and costs of freight customers and passengers, and the social surplus659

(i.e., the sum of the three operators’ profits in Eqs. (5), (7) and (13) and consumer surpluses of freight customers and660

passengers in Eqs. (4) and (12)) under ‘optimal operation under no co-modality’ (ONC), Nash equilibrium (NE),661

cooperation among the three operators (NAS), and one PCPI solution (i.e., PCPI-S) analyzed in Section 3.2 are662

summarized on Table 3 and Table 4. Besides, Table 3 and Table 4 also compare the solutions to the models under663

three different co-modal operation scenarios: (i) α = 0 (the transit operator bears the cost), (ii) α = 0.5 (both freight664

forwarder and transit operator evenly split the cost) and (iii) α = 1 (the freight forwarder operator bears the cost). The665

profits and consumer surpluses with respect to the three operation scenarios are further visualized on the radar charts666

in Fig. 3. Note that the ONC scenario is regarded as the benchmark for all other models/games; and the ONC scenario667

is also chosen as the disagreement point of the regime NAS.668

(Comparison among models) We start from comparing different model solutions under α = 0, where the main669

observations are summarized as follows.670

(i) When the co-modality is introduced, under NE, the total capacity for freight transportation (sa+ sb) is increased671

considerably (compared with ONC) with 2535 units due to the significant amount of FOT capacity (sb) offered by672

the transit operator, which leads to an increased freight demand. The substantial amount of transit capacity (sb)673

for freight transportation also makes the co-modal channel a desirable freight shipping option, where the freight674

forwarder assigned around 49% of the collected freight units to the co-modal channel. Since the co-modal mode has675

attracted more freight, a decreased demand for freight transportation on the direct road mode occurs; and to counter676

the decreased revenue induced by the decreased shipping demand (i.e., freight volume on the direct road channel),677

the carrier sets optimal trucking capacity (sa) at the minimum level (i.e., lower bound) with sa = 200 units and keeps678

the pricing strategy unchanged (ma = 10AU$). However, such an adjustment in operation decisions for coping with679

the (freight shipping) market entry of the transit operator does not secure the carrier against profit losses (compared680

with ONC), i.e., πNE
a < πONC

a . Besides, when the co-modality exists, the passengers’ consumer surplus (ψp) is also681

decreased because of the higher transit fare (τp) set by the transit operator for compensating the additional costs682

incurred by the co-modal operation. By contrast, the freight forwarder and the transit operator both benefit from the683

co-modality (greater πNE
f and zNE

b ) when it is compared with ONC.684

(ii) When the cooperation among the freight forwarder, carrier and transit operator exists, i.e., NAS, the total685

capacity of freight transportation (sa + sb) is increased tremendously with 9615 units, where most of the capacity686

is contributed by the transit operator when it is compared with the carrier who still sets the trucking capacity at687

the minimum level sNAS
a = 200. It follows that the freight demand is increased (induced by greater transportation688

capacity), while the passenger demand is decreased (induced by fewer spaces for passengers). In comparison with689

NE, under NAS, the proportion of freight units on the co-modal channel is smaller, with wNAS = 0.1956. This690

is because in order to prevent the carrier from being worse-off due to the presence of the co-modal channel while691

ensuring that the carrier would benefit from the introduction of the co-modality, the modal-split strategy is jointly set692

by the three operators in the way that the co-modal service is not over-utilized. Next, compared with NE, NAS yields693
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Table 2
Summary of numerical settings

Variable Description Value
a1 Cost of road transportation for one freight unit 0.3 AU$/unit
a2 Coefficient in carrier’s cost function 5 × 10−4 AU$/unit2

a3 Cost of expanding one unit of trucking capacity 2.2 AU$/unit
a4 Coefficient in carrier’s cost function 8 × 10−4 AU$/unit2

b0 Coefficient in the in-vehicle crowding cost function 0.06
b1 Coefficient in the in-vehicle crowding cost function 0.005
d Operating duration of co-modality synergy [i] 3 hours
ε f Coefficient in freight operator’s demand function 0.06
εp Coefficient in transit operator’s demand function 0.02
η Value of delivery time (homogeneous) 1.55 AU$/day
f1 Operating cost for one customer 0.1 AU$/customer
k1 Operating cost for one passenger 0.1 AU$/passenger
k2 Operating cost for one train service 1500 AU$/train service
Ma Upper bound of the direct road price ma 10 AU$/unit
Mb Upper bound of the co-modal price mb 10 AU$/unit
n0 Potential demand of freight services 10000 customers
ω Coefficient in the in-vehicle crowding cost function 0.24
p1 Connection trip cost for one freight unit 0.75 AU$/unit
p2 Coefficient in connection trip cost function 1.1 × 10−3 AU$/unit2

q0 Potential demand of transit services [ii] 6000 passengers
ϕ Passenger-freight unit converting coefficient (homogeneous) 0.2 passenger/freight unit
ρ Passengers’ value of time (homogeneous) [iii] 24.8 AU$/hour
S a Lower bound of trucking capacity sa 200 units
t0 Total in-vehicle travel time between train stations 0.375 hours
t1 Coefficient of boarding/alighting delay 0.05 hours
t2 In-vehicle travel time of train 0.25 hours
t f Expected delivery time cost if there is no delay (= ηx0) 1.55 × 10−2 AU$
tp In-vehicle travel time cost (= ρt0) 9.3 AU$
θ Passengers’ value of crowding (homogeneous) 12.4 AU$/hour
u1 Operating cost for a unit of freight transported by train 0.1 AU$/unit
u2 Coefficient in the transit operator’s operating cost of the co-modal service 1.1 × 10−3 AU$/unit2

v Capacity of a train [iv] 1200 passengers
x0 Coefficient in the freight customers’ cost function 0.01
x1 Coefficient in the freight customers’ cost function 0.2
y1 Coefficient in the freight customers’ cost function 0.01
y2 Coefficient in the freight customers’ cost function 830
z1 Coefficient in the freight customers’ cost function 0.01
z2 Coefficient in the freight customers’ cost function 850

Notes: [i] The freight-on-transit (co-modal) operation duration is set based on the length of the Sydney non-peak hours (10am - 3pm).
[ii] The specifications regarding Sydney T2 transit services is based on General Transit Feed Specification data and smart transit card data
(https://opendata.transport.nsw.gov.au/dataset/timetables-complete-gtfs). [iii] The transit passengers’ value of time is
extracted from the Economic Parameter Values report published by Transport for NSW (TfNSW) (https://opendata.transport.nsw.
gov.au/dataset/timetables-complete-gtfs). [iv] The capacity of train services is based on the seating specification of Waratah trains
serving the Sydney T2 line (https://www.railway-technology.com).

a larger social surplus, which highlights the business cooperation enhances the overall system performance.694

(iii) Neither NE nor NAS generates a PCPI outcome. In particular, under NE, the carrier is worse off; and under695

NAS, the passengers’ consumer surplus is decreased (compared with ONC). Based on the solution to the PCPI-S696

model, it can be seen that the co-modal mode is adopted by the freight forwarder with wPCPI-S = 0.2092, with an697
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Table 3 Game result: optimal operation decisions and equilibrium freight and passenger demands

Game/Model α τ f w ma sa (×102) τp h mb sb (×103) sa + sb (×103) n (×103) q (×103)
ONC - 28.3845 - 10.0000 3.6796 0.7851 7.3143 - - 0.3680 1.6648 4.6091
Game/Model α τ f w ma sa (×102) τp h mb sb (×103) sa + sb (×103) n (×103) q (×103)
NE 0.0 27.1150 0.4889 10.0000 2.0000 0.7957 7.3562 10.0000 2.3354 2.5354 1.9300 4.6082
NAS 0.0 20.3111 0.1956 8.8882 2.0000 0.8291 7.4950 7.8041 9.4157 9.6157 2.8977 4.6055
PCPI-S 0.0 18.8103 0.2092 8.4388 2.0000 0.7915 7.5163 7.1043 10.2313 10.4313 3.1599 4.6091
Game/Model α τ f w ma sa (×102) τp h mb sb (×103) sa + sb (×103) n (×103) q (×103)
NE 0.5 27.6951 0.4626 10.0000 2.0000 0.7968 7.3602 10.0000 2.5563 2.7563 1.8673 4.6081
NAS 0.5 20.3111 0.1956 8.8882 2.0000 0.8291 7.4950 7.1174 9.4157 9.6157 2.8977 4.6055
PCPI-S 0.5 18.8103 0.2092 8.4388 2.0000 0.7915 7.5163 6.3658 10.2313 10.4313 3.1599 4.6091
Game/Model α τ f w ma sa (×102) τp h mb sb (×103) sa + sb (×103) n (×103) q (×103)
NE 1.0 28.1444 0.4343 10.0000 2.0000 0.7973 7.3624 10.0000 2.6767 2.8767 1.8194 4.6081
NAS 1.0 20.3111 0.1956 8.8882 2.0000 0.8291 7.4950 6.4306 9.4157 9.6157 2.8977 4.6055
PCPI-S 1.0 18.8103 0.2092 8.4388 2.0000 0.7915 7.5163 5.6273 10.2313 10.4313 3.1599 4.6091

Table 4 Game result: costs, profits, consumer surpluses and social surplus

Game/Model α c f cp l f lp π f (×104) πa (×104) zb (×105) πb (×103) ψ f (×105) ψp (×105) Social Surplus (×105)
ONC - 29.8814 13.1863 1.4970 12.4012 3.0440 1.3845 2.2264 -7.8139 2.7747 2.3046 2.9467
Game/Model α c f cp l f lp π f (×104) πa (×104) zb (×105) πb (×103) ψ f (×105) ψp (×105) Social Surplus (×105)
NE 0.0 27.4177 13.1961 0.3028 12.4004 3.2839 0.8610 2.2926 -1.1534 3.2167 2.3041 3.0287
NAS 0.0 20.6447 13.2253 0.3337 12.3962 3.3424 1.6829 2.2563 -4.6499 4.8294 2.3028 3.2417
PCPI-S 0.0 19.2008 13.1863 0.3905 12.3948 3.3339 1.6744 2.2554 -4.9147 5.2665 2.3046 3.2829
Game/Model α c f cp l f lp π f (×104) πa (×104) zb (×105) πb (×103) ψ f (×105) ψp (×105) Social Surplus (×105)
NE 0.5 27.9684 13.1970 0.2734 12.4003 3.2120 0.8757 2.2957 -0.8324 3.1121 2.3041 3.0157
NAS 0.5 20.6447 13.2253 0.3337 12.3962 3.3424 1.6829 2.2563 -4.6499 4.8294 2.3028 3.2417
PCPI-S 0.5 19.2008 13.1863 0.3905 12.3948 3.3339 1.6744 2.2554 -4.9147 5.2665 2.3046 3.2829
Game/Model α c f cp l f lp π f (×104) πa (×104) zb (×105) πb (×103) ψ f (×105) ψp (×105) Social Surplus (×105)
NE 1.0 28.4017 13.1975 0.2572 12.4002 3.1550 0.8982 2.2971 -0.6953 3.0323 2.3040 3.0056
NAS 1.0 20.6447 13.2253 0.3337 12.3962 3.3424 1.6829 2.2563 -4.6499 4.8294 2.3028 3.2417
PCPI-S 1.0 19.2008 13.1863 0.3905 12.3948 3.3339 1.6744 2.2554 -4.9147 5.2665 2.3046 3.2829

improvement in the three operators’ profit and the consumer surplus of the freight customers, and an unchanged698

consumer surplus of the passengers (against status quo: ONC). By observing the optimal operation decisions under699

PCPI-S, it is clear that the freight and transit fares and the road and co-modal transportation prices are further reduced.700

Such a reduction in transit fare ensures the passengers’ consumer surplus will at least remain unchanged when the co-701

modality is introduced. This observation implies that to produce a PCPI outcome, the operators have to compromise702

on their profits by lowering the freight/transit fare or the road/co-modal transportation fee.703

(iv) Under NE, NAS and PCPI-S, the non-monetary costs of the freight customers and the passengers (l f and lp)704

are reduced compared with ONC. This indicates the co-modality holds the potential to enhance levels of service for705

both passengers and freight customers. Furthermore, by comparing the optimal operation decisions under all regimes,706

it is evident that when FOT capacity sb is greater, the corresponding transit service frequency h is also higher. This707

observation indicates that the transit operator increases the transit service frequency to compensate the deteriorated708

levels of transit service due to more spaces occupied by freight and fewer spaces for passengers.709

(Comparison among operation scenarios) Based on Tables 3 and 4, we now compare the game results under710

different operation scenarios (i.e., value of α), where the main observations are summarized as follows. Firstly, the711

NAS and PCPI-S solutions are not governed by the value of α, as these two models optimize the total profits of the712

operators or the total system payoff. Only NE solution is impacted by the value of α. Secondly, under NE, a smaller713

α (indicating the transit operator bears more connection trip cost than the freight forwarder) associates with greater714

w. This is because, when using the co-modal mode is less expensive for the freight forwarder, it will assign more715

freight units to the co-modality. By contrast, a higher α means that the freight forwarder bears more connection trip716

costs than the transit operator. This is to say that using the co-modal transportation is more expensive for the freight717

forwarder; and thus the freight forwarder not only assigns a smaller proportion of freight units to the co-modal channel718

(i.e., a smaller w) but also raises the freight fare τ f to compensate the additional operating cost. It follows a decrease719

in freight forwarder’s profit. At the same time, the transit operator offers additional FOT capacity (sb) so that it could720

attract more freight and gain additional revenue from the co-modal service, as less cost (in relation to connection721

trips) is required to operate the co-modal service for the transit operator. In addition, since the co-modal mode is722

less favorable due to a greater α, a larger proportion of freight assigned to the direct freight channel brings additional723
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Fig. 3. Game results under different business structures. (a) α = 0, (b) α = 0.5 and (c) α = 1

revenue for the carrier; and this justifies why a larger πNE
a always associates with a larger α.724

5.3. Sensitivity analysis725

This subsection presents the numerical sensitivity analysis. We vary the value of the parameter ε f in the freight726

demand function and that of the parameter εp in the passenger demand function, respectively, while remaining other727

setting in Table 2 unchanged. We consider the operation scenario where the freight forwarder and the transit operator728

evenly split the connection trip cost, i.e., α = 0.5, as the results are still comparable even if different values of α are729

23



applied. Figs. 4-7 visualize the numerical sensitivity analysis regarding ε f and εp. Note that for better visualizing730

the changes of variables, the y-axes on Figs. 4-7 are set as the percentage change of variable in concern (against the731

variable under the case with the lowest εi, i.e., ε f = 0.02 when ε f is varied, and εp = 0.01 when εp is varied).732

(Freight customers’ sensitivity to freight cost, ε f ) A greater ε f (> 0) means that the freight demand decreases733

more sharply with respect to the generalized freight cost (i.e., demand is more sensitivity to cost), and on average, the734

freight customers’ willingness to pay is less. We start from discussing the effect of ε f under the ONC. Firstly, regarding735

τ f in Fig. 4a, given a less favorable freight demand condition (i.e., a greater ε f ), the freight forwarder reduces the736

freight fare (τ f ) for the purpose of attracting customers. Despite the fare reduction, the freight forwarder will still end737

up with a smaller freight demand n∗ (refer to Fig. 5f), i.e., the impact of a less favorable demand function/condition738

is unable to be recovered through the fare reduction. It follows that freight forwarder will have a decreased profit739

π f (Fig. 5a), and the consumer surplus ψ f (Fig. 5d) will also decrease, which is consistent with the smaller freight740

demand n∗.741

Fig. 4. Result of sensitivity analysis regarding ε f : operation decisions

Regarding the trucking capacity sa in Fig. 4d, under ONC, it displays a concave curve, where the trucking capacity742

sa peaks at around ε f = 0.06, then decreases with ε f . This observation is explained as follows. When the freight743

market has a more favorable freight demand condition (i.e., ε f is smaller), the demand is less sensitive to cost. Then,744

with this information, the carrier only needs to set sa to a moderate level. This is because the further cost reduction745

induced by greater sa will be less likely to attract additional freight demand due to the low cost sensitivity. Secondly,746

as the demand becomes more sensitive to cost (i.e., ε f increases), the carrier has to increase sa to enhance the levels of747

service and thus attracting more freight demand. Finally, when the freight demand condition becomes less favorable748

(here ε > 0.06), the freight demand significantly decreases. In response to a small freight demand, the carrier also set749

a smaller trucking capacity sa.750

We now turn to NE, NAS and PCPI-S. Regarding the FOT capacity sb in Fig. 4f, one can find a similar concave751

curve under NE, where the reasoning is comparable to that for sa as discussed in the above. In comparison with752

NE, under NAS and PCPI-S, sb decreases continuously with ε f which is induced by the less favorable freight demand753

condition. The reduced FOT capacity of the co-modal channel decreases the levels of service of the co-modal channel,754

and thus triggers fewer proportion of freight assigned to the co-modal channel (i.e., w in Fig. 4b). Next, regarding755
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Fig. 5. Result of sensitivity analysis regarding ε f : profits, consumer surpluses and demands

τp and h in Figs. 4g and 4h, since these two variables are governed by the value of sb, where a smaller sb leads to756

a smaller service frequency h and a smaller h further induces a smaller transit fare with a larger q (the reasoning757

is detailed earlier in Section 5.2). Such an interdependent relationship among sb, h, τp and q justifies why τp and758

h display similar trends (refer to Figs. 4g and 4h) as sb (with respect to each model), and why q exhibits an exact759

opposite trend compared with sb (refer to Fig. 4f).760

We now discuss the effect of ε f on the direct road transportation price (per freight unit) ma and the co-modal price761

mb. Regarding ma in Fig. 4c, under NAS and PCPI-S, ma decreases with ε f . This is because given a less favorable762

freight demand condition where the freight forwarder might have a decreased revenue from freight customers, to763

ensure that the freight forwarder would not have a profit loss due to the decreased demand, the direct road price764

jointly determined by the three operators should be also reduced. Regarding mb under NAS and PCPI-S in Fig. 4e,765

one can find that they both exhibit a convex curve. The reasoning is as follows. First, when the ε f is small, sb and w are766

higher (the reasoning is discussed in the above), meaning greater freight volume on the co-modal channel. To ensure767

the transit operator would have additional benefit gain, the three operators jointly set mb at a larger value. Secondly, as768

ε f increases, mb is reduced to protect the freight forwarder against the further profit loss due to less favorable freight769

demand condition, where mb attains its minimum at around ε f = 0.4. Finally, when the freight demand condition770

becomes less and less favorable, mb goes up again. This is because w decreases with ε f . It follows a decrease in771

the freight volume on the co-modal channel and thus a decreased revenue gain from the co-modality for the transit772

operator. To counter such a condition while guaranteeing the transit operator could also benefit from the co-modality,773

a higher mb is jointly set by the three operators.774

We now discuss how the three operators’ profits are impacted by the value of ε f . Generally, when the co-modality775

is introduced, given a less favorable freight demand condition (larger ε f ), the three operators’ profits decrease contin-776

uously under NE, NAS and PCPI-S (refer to Figs. 5a-5c). This highlights that the freight demand is a critical factor777

governing the operators’ profits.778

(Passengers’ sensitivity to transit cost, εp) A greater εp (> 0) means that the passenger demand decreases more779

sharply with respect to the generalized transit cost.780

Given a less favorable transit demand condition (i.e., a greater εp), the transit fare (τp) is reduced for the purpose781
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Fig. 6. Result of sensitivity analysis regarding εp: operation decisions

Fig. 7. Result of sensitivity analysis regarding εp: profits, consumer surpluses and demands

of attracting passengers (refer to Fig. 6g) under all games. Despite the fare reduction, the transit operator will still782

end up with a smaller demand q∗ and thus a smaller consumer surplus for passengers ψp (refer to Figs. 7e and 7g). It783
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follows that the transit operator reduces the transit service frequency h to save operating cost (refer to Fig. 6h). Since784

the passenger demand is small under a less favorable transit demand condition, there exist additional spare spaces in785

the transit system. Therefore, the transit operator offers more FOT capacity sb under NE, NAS and PCPI-S so that it786

could have additional revenue from the co-modality to compensate the revenue loss due to the decreased passenger787

demand under a larger εp (refer to Fig. 6f). Besides, under NAS and PCPI-S, to further attract the freight volume,788

the co-modal price mb jointly set by the three operators is reduced (refer to Fig. 6e). The increased FOT capacity on789

the co-modal mode sb along with a smaller co-modal price mb not only attracts a greater proportion of freight units790

assigned to the co-modal channel w (refer to Fig. 6b) but also increases the total freight transportation capacity sa + sb791

(where the trucking capacity remains unchanged with sa = 200 hitting its lower bound when εp varies under NE,792

NAS and PCPI-S, see Fig. 6d). Furthermore, the cheaper co-modal service reduces the freight forwarder’s operating793

cost, and thus the freight forwarder reduces the freight fare τ f (refer to Fig. 6a). Overall, with a greater sa + sb and a794

smaller τ f , the freight customers’ generalized cost is further reduced, which leads to an increase in freight demand n795

and consumer surplus of freight customers ψ f (refer to Figs. 7d and 7f).796

We now discuss the effect of εp on the carrier’s operation pricing strategy ma in Fig. 6c. First, εp has no effect on797

ma under NE, as the price is always set at the upper bound as discussed in Section 5.2. Second, under NAS and PCPI-798

S, ma increases with εp. This is because a less favorable transit demand condition makes the co-modality become799

a more favorable freight transportation mode, in which more freight unit will be allocated to the co-modal channel800

(as discussed earlier) and less freight would be allocated to the direct road channel. To ensure the carrier could also801

benefit from the co-modal given a decreased freight volume on the direct road channel, ma that is jointly determined802

by the three operators is increased.803

We now turn to the operators’ profits. Regarding the transit operator’s profit πb in Fig. 7c, a greater εp yields a804

larger πb under all games. The explanation is as follows. As discussed earlier, the transit operator reduces the transit805

service frequency h to save operating cost given a greater εp. Under the numerical setting in Table 2, the operating cost806

saving due to the reduction in transit service frequency h plus the revenue from the co-modality surpasses the revenue807

loss due to a less favorable transit demand condition, which results in a greater transit operator’s profit. Regarding the808

freight forwarder’s and the carrier’s profits (π f and πa) in Figs. 7a and 7b, it is evident that π f and πa both increase809

with εp under NE, NAS and PCPI-S. This is because the increased FOT capacity in the co-modal channel sb under810

a less favorable passenger demand condition (the reasoning is detailed in the above) improves the levels of freight811

service and thus attracts additional freight demand. It follows that the additional freight demand improves the freight812

forwarder’s and the carrier’s profits.813

6. Conclusions814

This paper analytically analyzes the urban co-modality and examines the system-wide impacts of the co-modal815

services on the existing urban freight forwarding service and the urban transit service. We model and investigate816

the characteristics of a co-modal system, where one transit operator serves passengers and provides freight-on-transit817

(FOT) services (or co-modal services) within the transit system, and one freight forwarder serves freight customers and818

makes arrangements for freight transportation by using both/either the direct road mode operated by one freight carrier819

and/or the co-modal mode operated by the transit operator. We derive the analytical conditions for the existence of820

Pareto-improving co-modal operation decision combinations under which the profits of the freight forwarder, carrier821

and transit operator, and the consumer surpluses of freight customers and passengers are improved when compared822

with the status quo without the co-modality. We also explore different games among the freight forwarder, carrier823

and transit operator, and analyze the optimal operation decisions of the freight forwarder (freight fare and modal-824

split strategy for freight), carrier (road transportation price and trucking capacity), and transit operator (transit fare,825

transit service frequency, co-modal transportation price and FOT capacity). Specifically, we both analytically and826

numerically examine the following three games for comparison: (i) optimal operation under no co-modality, (ii) Nash827

equilibrium and (iii) cooperative Nash bargaining game. The games that simultaneously enhance the three operators’828

profits and improve the levels of services for freight customers and passengers are further examined via numerical829

examples. In addition, we conduct numerical sensitivity analysis regarding passenger and freight demand conditions.830

The key findings of this study are summarized below. (i) There exists at least one operation decision combination831

that increases or at least does not decrease the profits of the freight forwarder, carrier and transit operator and consumer832

surpluses of freight customers and transit passengers (with one metric strictly improved) after the introduction of the833
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co-modal services if the direct road transportation price (per freight unit) is greater than the sum of the marginal834

operating cost for the co-modal service and the marginal transit’s operating cost associated with a marginal increase835

in the freight volume on the co-modal channel. (ii) When the three operators are under a non-cooperative relationship,836

both the freight forwarder and the transit operator will have profit gain from the co-modality; whereas, the carrier837

will suffer from profit loss due to less freight assigned to the direct road mode. (iii) If the connection trip cost is838

borne by the transit operator, the freight forwarder will utilize the co-modal transportation more. (iv) The freight839

forwarder should avoid over-utilizing the co-modal transportation if the aim is to guarantee an improvement in the840

three operators’ profits (against the status quo). (v) To ensure a Pareto-improving co-modal system, the operators have841

to compromise on their profits by lowering the freight/transit service fare and the co-modal transportation price.842

This paper can be further extended in several ways. Firstly, the proposed analytical model is based on a stylized843

network representation with simplified first- and last-mile consideration. Future studies may extend the proposed844

model by considering a detailed cost formulation of the first- and last-mile operations with respect to the two chan-845

nels, including pick-up, routing, sorting, dispatching and drop-off operations. Secondly, considering that co-modal846

channel might be less flexible in terms of the pick-up and drop-off operations due to the fixed routes and schedules847

of transit services, carriers might be appointed for performing first-mile collection and last-mile delivery tasks by the848

transit operator. Thus, a further extension could also consider modeling such an outsourcing arrangement between849

the transit operator and carriers, and investigate complicated multi-sided strategic interactions among the operators.850

Thirdly, it is of our interest to investigate the co-modality system with multiple co-modal channels operated on dif-851

ferent transportation modes, such as bus, light rail, metro, taxi, and ride-sourcing services. Specifically, with the852

consideration of the multiple co-modal channels, the competition among the co-modal channels can be investigated,853

including pricing and capacity allocation strategy; the cooperation among the co-modal channels can also be studied,854

including synchronization and collaboration strategies among different modes of public transportation modes for an855

efficient urban freight transportation with the minimal impact on the reliability of public transit systems. Moreover,856

with the modeling framework proposed in this study, how the existing freight carriers/operators would be influenced857

under the multiple co-modal channels can be analytically examined.858

Future studies may also consider more operational-level optimization problems, including vehicle routing problem859

for first- and last-mile delivery with transit service schedule as constraints, transit capacity allocation problem with860

passengers and freight with demand uncertainties, transshipment and synchronization problem among multiple co-861

modal channels, transit service design problem with loading/unloading transit stops for freight (Wang et al., 2018;862

Tian et al., 2022). Furthermore, the emergence of urban co-modality will result in the mixed passenger-freight flow.863

Commuters’ (negative) perception of the mixed flow might affect their travel behavior (e.g., mode and route choices),864

which would impact the demand for public transit services, operators’ profits and overall system performance. Future865

studies may also examine commuters’ travel choices with consideration of freight flow in the transit system, and866

optimize operators’ decision-making under a general multi-modal network. A bi-level approach can be adopted for867

this problem, where the lower-level problem solves the equilibrium passenger and freight flow pattern and the upper-868

level problem solves the optimal operation decisions, such as freight routing strategy and pricing decisions.869
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Appendix A874

Proof for Proposition 1. To prove Proposition 1, it suffices to show that, under conditions Eq. (16), there exists at875

least one combination of operation decisions that gives a PCPI outcome. In the following, we firstly specify one876

decision combination, and then prove that this decision combination can lead to a system equilibrium that exists and877

is a PCPI outcome.878

Given an operation decision at the status quo without the co-modal service, i.e., (τ̃ f , m̃a, s̃a, τ̃p, h̃), the equilibrium879

freight demand is denoted by ñ and is characterized by Eqs. (1)-(2); and the equilibrium transit demand is denoted880

by q̃ and is characterized by Eqs. (9)-(10). The resultant profits of freight forwarder, carrier and transit operator,881

consumer surpluses of freight customers and passengers are denoted by π̃ f , π̃a, π̃b, ψ̃ f and ψ̃p and calculated based on882

Eqs. (8), (6), (4), (12), and (14), respectively.883
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To facilitate the proof, we define the following function with respect to co-modal capacity sb:884

g(sb; w) ≡ l f (ñ − ñw, ñw, s̃a, sb) − l f (ñ, 0, s̃a, 0) (34)

where g(sb; w) is a function of sb, treating ñ, s̃a, and w as parameters. In particular, ñ and s̃a are the freight demand885

and trucking capacity specified in status quo, respectively, and w is the modal split decision of freight forwarder with886

co-modality. We also define the following function with respect to transit frequency h:887

y(h; sb) ≡ lp(q̃, h, sb) − lp(q̃, h̃, 0) (35)

where y(h; sb) is a function of h, treating q̃, h̃ and sb as parameters. We now show that the inverse functions of g and888

y exist. Given the property that ∂l f /∂sb < 0 and ∂lp/∂h < 0, i.e., l f and lp are strictly decreasing with respect to sb889

and h, respectively, g(·) and y(·) are one-to-one functions. Thus, the inverse functions of g and y exist. We let g-1(0; w)890

denote the solution to g(sb; w) = 0 given the parameter w, and let y−1(0) denote the solution to y(h) = 0.891

With respect to the status quo, we construct a combination of operation decisions for the co-modal system denoted892

by (τ∗f ,w
∗,m∗a, s

∗
a, τ
∗
p, h
∗,m∗b, s

∗
b), which includes eight decision variables. Treating w∗ as a parameter, we construct the893

other seven operation decisions as follows:894

τ∗f = τ̃ f ; τ∗p = τ̃p; s∗a = s̃a (36a)
895

s∗b = g−1(0; w∗) (36b)
896

h∗ = y−1(0; s∗b) (36c)
897

m∗a =
ka(ñ − ñw∗, s̃a) − ka(ñ, s̃a) + m̃añ

ñ − ñw∗
(36d)

898

m∗b =
kp(q̃, h∗) + kb(ñw∗) + (1 − α)kc(ñw∗) − kp(q̃, h̃)

ñw∗
(36e)

It suffices to show that there exists at least a positive w∗ such that the decision variables in Eqs. (36d)-(36e) are899

positive and the resulting equilibrium is a PCPI outcome. We will analyze the decision variables (s∗b, h
∗,m∗a,m

∗
b) one900

by one.901

Define a function f (φ) ≡ l f (ñ−φ, φ, s̃a, 0)− l f (ñ, 0, s̃a, 0). Given that l f (·) is a smooth function of na, nb, sa and sb,902

f (·) is also a smooth function. It can be readily shown that f (0) = 0. Under the condition Eq. (16b) in Proposition 1903

(i.e., l′f ,nb
(ñ, 0, s̃a, 0) > l′f ,na

(ñ, 0, s̃a, 0)), one can show that f ′(0) = −l′f ,na
(ñ, 0, s̃a, 0) + l′f ,nb

(ñ, 0, s̃a, 0) > 0. It follows904

that one can find a φ̄ ∈ (0, ñ) such at ∀φ ∈ (0, φ̄], f (φ) > 0.905

Denote w1 =
φ̄
ñ ∈ (0, 1). Thus, ∀w ∈ (0,w1], ñw ∈ (0, ñ), and f (ñw) > 0. Then, we have g(0; w) = l f (ñ −906

ñw, ñw, s̃a, 0) − l f (ñ, 0, s̃a, 0) = f (ñw) > 0, ∀w ∈ (0,w1]. Moreover, given the property of delay function, when907

sb → +∞, l f → 0, i.e., when sb → +∞, g(sb; w) < 0. Thus, ∀w ∈ (0,w1], there exists at least one positive908

s∗b = g−1(0; w) that gives the solution to function g(s∗b; w) = 0.909

Applying the implicit function theorem on g(s∗b; w) = 0, one can derive that:910

∂s∗b
∂w
= −

l′f ,nb
− l′f ,na

l′f ,sb

(37)

We now show that when s∗b > 0, h∗ = y−1(0; s∗b) > 0. Since lp is strictly increasing with sb, when sb > 0,911

y(h̃; sb) = lp(q̃, h̃, sb) − lp(q̃, h̃, 0) > 0. Moreover, given the property h → +∞, lp → 0, i.e., when h → +∞,912

y(h; sb) < 0. Thus, when s∗b > 0, there exists at least one positive h∗ = y−1(0; s∗b)(> h̃) that gives the solution to913

function y(h∗; s∗b) = 0.914
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Similarly, by applying the implicit function theorem on y(h∗; sb) = 0, one can verify that:915

∂h∗

∂sb
= −

l′p,sb

l′p,h
> 0 (38)

Since ∂h∗/∂sb > 0 (i.e., h∗ is strictly increasing with sb), given any sb > 0, the solution h∗ to y(h∗; sb) = 0 is unique.916

Thus, one can also establish a one-to-one mapping between h∗ and the parameter sb, denoted as h∗ = h∗(sb).917

To summarize, when w∗ ∈ (0,w1], there exist at least one positive s∗b defined by Eq. (36b) and a unique positive918

h∗ defined by Eq. (36c). Furthermore, one can readily verify that, under the condition Eq. (16c) and w∗ ∈ (0,w1], we919

have m∗a > 0 and m∗b > 0. This completes the first part of the proof, i.e., when w∗ ∈ (0,w1], there exist a combination920

of positive decision variables (τ∗f ,m
∗
a, s
∗
a, τ
∗
f , h
∗,m∗b, s

∗
b) defined by Eq. (36).921

We now proceed to pin down the range of w∗ such that the decisions in Eq. (36) yield a PCPI outcome. Define the922

following function:923

u(w) ≡ ka(ñ, s̃a) − ka(ñ − ñw, s̃a) − kp(q̃, h∗(s∗b)) − kb(ñw) − kc(ñw) + kp(q̃, h̃) (39)

where s∗b(> 0) is the solution to g(s∗b; w) = 0 with w ∈ (0,w1]. One can see that when w → 0, u(w) → 0. Given the924

condition Eq. (16a) in Proposition 1, we have925

lim
w→0+

u′(w) = k′a,na
− (ñ, s̃a) > k′b(0) − k′c(0) − k′p,h(q̃, h̃)

l′p,sb
(q̃, h̃, 0)

l′p,h(q̃, h̃, 0)

l′f ,nb
(ñ, 0, s̃a, 0) − l′f ,na

(ñ, 0, s̃a, 0)

l′f ,sb
(ñ, 0, s̃a, 0)

> 0

It follows that one can find a w2 ∈ (0, 1) such that ∀w ∈ (0,min{w1,w2}], u(w) > 0.926

We now show that, given a w∗ ∈ (0,min{w1,w2}], decisions (τ∗f ,w
∗,m∗a, s

∗
a, τ
∗
p, h
∗,m∗b, s

∗
b) governed by Eq. (36)927

yield a PCPI outcome. Denote π∗f , π
∗
a, π
∗
b, ψ

∗
f and ψ∗p the profits of freight forwarder, carrier and transit operator, and928

the consumer surplus of freight customers and passengers, respectively. We examine them one by one.929

We start with the consumer surplus. Substituting Eq. (36b) into Eq. (34) we have g(s∗b; w∗) = l f (ñ−ñw∗, ñw∗, s̃a, s∗b)−930

l f (ñ, 0, s̃a, 0) = 0. Adding τ̃ f + t f on both sides of this equation and rearranging it, we have τ̃ f + t f + l f (ñ(1 −931

w∗), ñw∗, s̃a, s∗b) = τ̃ f + t f + l f (ñ, 0, s̃a, 0). With τ∗f = τ̃ f and s∗a = s̃a, this equation can be further rewritten as932

τ∗f + t f + l f (ñ(1 − w∗), ñw∗, s∗a, s
∗
b) = τ̃ f + t f + l f (ñ, 0, s̃a, 0), which is equivalent to c∗f = c̃ f . Given the fact that933

supply-demand equilibrium of freight market is unique (as shown in Section 2.2), we have D f (c∗f ) = D f (c̃ f ), i.e.,934

n∗ = ñ. With c∗f = c̃ f and n∗ = ñ, based on formula for consumer surplus of freight customers in Eq. (4), one can have935

ψ∗f = ψ̃ f . One can use the similar approach to verify that τ∗p, h∗ and s∗b in Eq. (36) could lead to c∗p = c̃p and q∗ = q̃,936

and thus ψ∗p = ψ̃p, in which the details are omitted.937

We now consider the profit of carrier π∗a. Substituting n∗ = ñ and Eqs. (36a) and (36d) into Eq. (7), and according938

to π̃a = m̃añ − ka(ñ, s̃a), we have:939

π∗a − π̃a = ka(ñ − ñw∗, s̃a) − ka(ñ, s̃a) + m̃añ − ka(ñ − ñw∗, s̃a) − m̃añ + ka(ñ, s̃a) = 0⇔ π∗a = π̃a

We now consider the profit of transit operator π∗b. Substituting n∗ = ñ, q∗ = q̃, Eqs. (36a), (36b), (36c) and (36e)940

into Eq. (13), and according to π̃b = τ̃pq̃ − kp(q̃, h̃), we have:941

π∗b − π̃b = τ̃pñ + kp(q̃, h∗) + kb(ñw∗) + (1 − α)kc(ñw∗) − kp(q̃, h̃) − kb(ñw∗) − (1 − α)kc(ñw∗) − kp(q̃, h∗)

− τ̃pñ + kp(q̃, h̃) = 0⇔ π∗b = π̃b

Finally, we consider the profit of freight forwarder π∗f . Substituting n∗ = ñ, Eqs. (36a), (36d), and (36e) into942

Eq. (5), and according to π̃ f = τ̃pñ − m̃añ − k f (ñ), we have:943

π∗f − π̃ f = τ̃ f ñ − k f (ñ) − αkc(ñw∗) − ka(ñ − ñw∗, s̃a) + ka(ñ, s̃a) − m̃añ − kp(q̃, h∗) − kb(ñw∗) − (1 − α)kc(ñw∗)

+ kp(q̃, h̃) − τ̃ f ñ + k f (ñ) + m̃añ

It is clear that given w∗ ∈ (0,min{w1,w2}], π∗f −π̃ f is equivalent to u(w∗). As shown above, u(w∗) > 0 and thus π∗f > π̃ f .944

To conclude, given the condition in Eq. (16), there exists at least one combination of operation decisions leading to945

a PCPI outcome that π∗f > π̃ f , π∗a = π̃a, π∗b = π̃b, ψ∗f = ψ̃ f and ψ∗p = ψ̃p. This completes the proof for Proposition 1.946
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Appendix B947

The main notations in this paper are summarized in Table B1. Those not included in Table B1 are specified in the948

text.

Table B1 Glossary of notations

Symbol Description
c f Total freight cost of a customer
cp Total transit cost of a passenger
h Transit service frequency
ka Operating cost of carrier
kb Operating cost of co-modal operation
kc Connection trip cost within transit system
k f General operating cost of freight forwarder
kp Operating cost of transit service
l f Non-monetary freight delay cost
lp Non-monetary transit cost in relation to waiting, service delay and crowding
ma Road transportation price (per freight unit charged to freight forwarder)
mb Co-modal transportation price (per freight unit charged to freight forwarder)
n Freight demand
na Freight volume on direct road channel
nb Freight volume on co-modal channel
q Transit demand
sa Trucking capacity (or direct road channel capacity)
sb Freight-on-transit capacity (or co-modal channel capacity)
t f Expected delivery time cost if there is no delay
tp In-vehicle travel time cost
w Mode-split strategy for freight
zb Benefit of transit operator
α The proportion of connection trip cost covered by freight forwarder
τ f Freight fare (charged to freight customers)
τp Transit fare (charged to transit passengers)
πa Profit of carrier
πb Profit of transit operator
π f Profit of freight forwarder
ψ f Consumer surplus of freight customers
ψp Consumer surplus of transit passengers

949
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