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Abstract

The advent of data-intensive applications has fueled the evolution of
hybrid transactional and analytical processing (HTAP). To support
mixed workloads, mainstream HTAP databases typically maintain
two data copies that are specially tailored for data freshness and
performance isolation. In particular, a copy in a row-oriented format
is well-suited for OLTP workloads, and a second copy in a column-
oriented format is optimized for OLAP workloads. Such a hybrid
design opens up a new design space for query optimization: plans
can be optimized over different data formats and can be executed
over isolated resources, which we term hybrid plans.

In this paper, we demonstrate that hybrid plans can largely ben-
efit query execution (e.g., up to 11× speedups in our evaluation).
However, these benefits cannot be fulfilled, or will be at the cost
of sacrificing data freshness and performance isolation since tradi-
tional optimizers cannot precisely model and plan the execution of
analytical queries on real-time updated HTAP databases.

Therefore, we proposeMetis, an HTAP-aware optimizer. We
demonstrate, both theoretically and experimentally, that using the
proposed optimizations in Metis, a system can benefit from hybrid
plans, and these optimizations are robust to the changes in work-
loads without damaging HTAP properties.
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1 INTRODUCTION

Today, data-intensive applications often utilize vast amounts of
data for diverse real-time business tasks (e.g., data-driven deci-
sions [8, 16, 31]), necessitating weaving analytical and transac-
tional processing techniques together [50]. In response, many re-
cent academic and industrial efforts have been devoted to devel-
oping hybrid transactional and analytical processing (HTAP) sys-
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Figure 1: Figure 1a shows an example of the hybrid physical layout

in modern HTAP systems (e.g., SQL Server [33], TiDB [37]): the row-

oriented tables are well-suited for updates and probes; a second copy

in a column-oriented layout is optimized for range scan. Leveraging

a hybrid physical layout, Metis strikes a practical balance between

performance, isolation, and freshness for HTAP (see 1b).

tems [6, 18, 35, 37, 39, 46–48, 55, 57, 62–64, 67, 69, 73], which are
expected to provide 1 prompt analysis of fresh data and 2 isolate
the performance of interleaved workloads.

A practical HTAP database generally consists of an online trans-
actional processing (OLTP) engine that supports high throughput
transaction processing, and an online analytical processing (OLAP)
engine supports complex analytics with low latency. To handle
mixed workloads efficiently, mainstream HTAP databases (e.g., SQL
Server [47], TiDB [37], SAP HANA [48], ByteHTAP [18], and Al-
loyDB [35]) typically employ the two engines with specialized data
stores. An example is shown in Figure 1a: a row-oriented store (for
short, row store) that stores data tuples as rows are optimized for op-
erating on a single record at a time and accessingmany attributes, fa-
vor for OLTP; a column-oriented store (for short, column store) that
stores tuples attribute-at-a-time in columns is optimized for operat-
ing on a few attributes with massive rows, favor for OLAP. Given
such a design, different workloads can be independently processed
on their desirable stores, providing isolations in the storage layer.

Unfortunately, restricting each workload to its specialized store
leaves much of the performance potential unrealized. This is be-
cause, for read-only queries, both the row and column store can
significantly outperform one another based on the characteristics
of system implementations and workloads [5, 33, 44] (see our ex-
perimental results in §2.2). Thus, even for a single analytical query,
neither row store nor column store can be the optimal data source
since row store may be ideal for a portion of sub-queries, and col-
umn store can be optimal for the rest.

To reach the full potential of the hybrid physical layouts, several
HTAP systems [33, 37] have integrated the two stores as alternative
data access methods in their query optimizers to generate hybrid
plans for queries. Specifically, a hybrid plan allows a single query to
retrieve data from both the row and column stores simultaneously
and calculate results based on a consistent snapshot (data view).
Motivation. Nevertheless, existing approaches [33, 37] select ac-
cess paths and do query optimizations simply based on selectiv-
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ity [44], neglecting the data dynamicity of HTAP databases. In
§3, we show that blindly pursuing hybrid plans can easily make the
generated plans sub-optimal and damage important HTAP proper-
ties (e.g., performance isolation).

Therefore, in this paper, we take the first step to systematically
study the optimizations of hybrid plans given HTAP databases. Our
key insight is that, to keep hybrid plans efficient, we should put
data dynamicity into the design of the query optimizer by capturing
the effect of the mutual relationship between reads (i.e., read-only
queries) and writes (i.e., write transactions). Based on our insight,
we identify three key challenges below.

The first challenge is how to precisely model the cost of data access
paths when new writes continuously update the replicated data copy
for reads? Modern HTAP databases support timely updates in the
read-optimized column store (i.e., the data copy for reads) through a
separate delta store (or a write-optimized storage layer). Delta store
accumulates updates continuously and periodically merges them
into the columnar storage (see Figure 1a, detailed in §2.1). This delta-
main architecture makes the traditional cost model imprecise for
evaluating the cost of data access paths: there is no fixed selectivity
threshold for access path selection; rather, the division depends on
the workload’s dynamicity (i.e., the concurrency of writes).

To address this challenge, we propose a new cost model incor-
porating the data dynamicity into the optimizer: Demain (Delta-
main model). Demain captures the performance of select opera-
tors in both delta stores and column stores and thus can efficiently
guide the access path selection.

The second challenge is how to optimize data freshness and exe-
cution time together, especially when new writes are propagated asyn-
chronously? Generally, in an HTAP database, optimizing execution
time can be at the cost of data freshness. This is because, due to the
nature of data replication, the visibility of new writes in the col-
umn store (i.e., the data copy for reads) is always delayed. Hence,
even if the column store may outperform the row store (i.e., the
data copy for writes) on the sequential scan, the execution must be
blocked until the new writes are fully synchronized to the column
store, leading to a longer response latency.

Multiple existing works [37, 63, 67] strive to minimize the visibil-
ity delay by evolving their system architectures. However, depend-
ing on the deployment, the problem is still pronounced (e.g., 10𝑠
delay in DB2 IDAA [15], 8𝑚𝑖𝑛𝑠 delay in production at Google [73],
606𝑚𝑠 delay in experiments at ByteDance [18]).

For this challenge, we propose a new visibility-aware plan selec-
tion algorithm. It firstly estimates the visibility delay between the
row store and column store based on the ongoing and predicted
workload characteristics. When optimizing queries, it advances the
query performance by pre-executing plans on the available data,
thus masking the notorious visibility delays.

The final challenge is how to ensure isolated performance between
reads and writes when query plans are hybrid? A strawman approach
is using a pre-defined quota for the reads in row stores (i.e., the
data copy for writes). For example, TiDB limits the default access
table size on its row store for the OLAP workload to at most 500
𝑀𝐵 [37]. However, manual intervention cannot effectively utilize
resources while reducing query latency. A configuration that works
well for one workload is unlikely to work well for another.

We develop our query re-optimization approach for hybrid plans

in HTAP databases. Instead of scheduling resources [63] or limiting
resource usage [37, 47, 55], our re-optimization approach can auto-
matically adapt to the workload shift. In our approach, when a high
resource contention is detected, it re-optimizes the plans by oppor-
tunistically combining efficient sub-plans of previously-optimized
plans into a good new plan, which can alleviate the resource con-
tention without a whole plan re-optimization.
System Integration.We combine all these new optimization tech-
niques into our prototype: Metis1, an HTAP-aware plan optimizer.
Metis is developed based on the storage that supports both on-disk
row store and column store. Updates are propagated from the row
store to the column store continuously and asynchronously. We
detail our storage model of the integrated system in §5.

Overall, Metis captures the data dynamicity to keep hybrid
plans efficient. Metis pushes the boundary of traditional optimizers’
design space by adding data freshness and performance isolation as
new design goals. Figure 1b compares Metis, row-oriented, column-
oriented, and HTAP-agnostic plans. Among them, Metis achieves
a practical point in the design space and can speed up analytical
queries in HTAP databases without sacrificing HTAP properties.
Contributions. To the best of our knowledge, this paper provides
the first treatment of efficiently accommodating hybrid plans in
HTAP databases. Our contributions are four-fold:
• We systematically analyze hybrid plans given HTAP databases.
• We develop Metis, along with a new cost model (Demain), a
new visibility-aware plan selection algorithm, and a new plan
re-optimization approach to ensure performance isolation.
• We extensively evaluate Metis under various workloads, includ-
ing CH-benCHmark [22], TPC-DS [24], and YCSB [29]. The eval-
uation results demonstrate the effectiveness of Metis: it can gen-
erate efficient and HTAP-friendly hybrid plans; the plans are ro-
bust to the change of workloads and will not damage the proper-
ties of HTAP databases.
• Metis can be a practical template for the future adoption of
HTAP-aware query optimizations in other HTAP databases.
The rest of the paper is organized as follows. §2 discusses the

background of HTAP databases and the motivation for hybrid plans.
§3 details the problems of HTAP-agnostic hybrid plans. §4 provides
an overview of Metis. §5 discusses our new cost model. §6 presents
our visibility-aware algorithm and re-optimization approach. §7
evaluates the performance of Metis. Finally, a discussion of related
works is available in §8, and §9 concludes the paper.

2 BACKGROUND AND MOTIVATION

In this section, we first provide an overview of hybrid data formats
in HTAP databases and show the motivation for hybrid plans. For
discussions on the related works, we refer readers to §8.

2.1 Hybrid Data Format in HTAP

Following the philosophy of “one size doesn’t fit all” [58], many of
the state-of-the-art HTAP systems (e.g., SQL Server [47], TiDB [37],
SAP HANA [48], Oracle Dual [46], Vegito [67], Janus [10], Uni-
Store [39], L-store [64], IBM DB2 IDAA [15], PolarDB-IMCI [21],
F1 Lightning [73], and AlloyDB [35]) utilize multiple physical de-

1Metis was the Titan goddess of good counsel, planning, and wisdom, which signifies
our optimizations for generating an efficient execution plan.
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signs to handle complicated HTAP workloads efficiently. In this pa-
per, we focus on typical implementations of row stores and column
stores, as they are good standards and are implemented by almost
all the HTAP databases with hybrid data formats. We summarize
their common features and optimizations below.
Row store and indices. Row stores that store all attributes for a
single tuple contiguously are ideal for write-intensive workloads.
In existing HTAP databases, write transactions are all handled by
row stores, and the databases do not support independent write
transactions on column stores. In this paper, we follow this standard
and do not consider the potential of optimizing write transactions
across hybrid physical layouts but focus on read-only queries.

We consider indices as a part of the row store, which is critical
to performance. For example, 𝐵+ tree indices provide ordering of
data based on the key columns in the index and allow efficient
lookups. Compared to the column store, retrieving data through
the 𝐵+ tree can benefit I/O bandwidth when the size of the results
set is small. 𝐵+ trees can also provide a sort order when querying
specified columns.
Column store and its implementations. Recent years have
witnessed the popularity of column stores to speed up analytical
queries. The rationale is that the column-oriented data format can
reduce I/O costs when operating on a few attributes with massive
rows. Furthermore, a column store can absorb a series of optimiza-
tions on its scan operator, including vectorized execution [13, 41, 51]
and working over compressed data [3, 4].

Unlike traditional data warehouses (e.g., [28, 71]), most HTAP
databases opt to exclude secondary indexing over their column
store since it incurs intolerable overhead and complexity of real-
time updates [45]. Our paper considers sequential column scans as
the major access paths in column stores. However, our methodology
is general to the implementations.
Delta store and data synchronization. As discussed previously
(§1), the delta store is a common and important by-production of
HTAP databases [37, 50]. Principally, the delta store is designed
to support real-time updates on column stores efficiently. As the
column stores are heavily read-optimized, a write-optimized delta
store (or a write-optimized storage layer) is necessary to keep col-
umn stores (even loosely) synchronized with row stores. Otherwise,
column stores may never catch up with the state of row stores due
to the gap in write efficiency.

We argue that delta store is universal in HTAP databases, e.g.,
delta stores in SQL Server and ByteHTAP, deltaTree in TiDB, L2-
delta in SAPHANA, a write-optimized storage layer (i.e., organizing
data in insertion order) in PolarDB-IMCI, and transaction maps
in Oracle Dual. We consider such an HTAP-specific design as a
significant distinction of our Demain model compared to other
existing cost models when performing access path selection.

Given the delta-main architecture of column stores, updates
generated from row stores are first written into the delta stores and
periodically merged into the underlying read-optimized column
storage (usually in the background).

When performing a scan on column store, queries first retrieve
fresh data from delta stores and combine them with the results set
from read-optimized columns to generate a fresh data view.
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Figure 2: Motivation of using the hybrid plan in an HTAP database:

neither the row-oriented plan nor the column-oriented plan could

be optimal for a number of given queries (e.g., 2a and 2b). One of the

reasons is that row-oriented operations may outperform column-

oriented operations when query predicates are selective (e.g., see 2c).

2.2 Motivation of Hybrid Plans

We now experimentally motivate hybrid plans and show practical
scenarios where hybrid plans take effect. For theoretical analysis,
we refer readers to the discussions of the Demain model (§5).

We show the potential of hybrid plans using HTAP-agnostic hy-
brid plans on a static database without real-time updates. Specifi-
cally, HTAP-agnostic hybrid plans are generated by simply adding
column scans as an alternative access path into the cost model
of row stores without considering the data dynamicity of HTAP
databases. When putting the plans into the HTAP context, such
plans can lead to sub-optimal performance, which we study in §3.

We did the experiments on two well-studied benchmarks: CH-
benCHmark [22] and TPC-DS [24]. Both of them contain multiple
queries with wide variations in complexity and range of scanned
data. We calculated the speed-ups for each query by comparing
the execution time of the hybrid plan to the faster one of the row-
and column-oriented plans. Detailed experiment configurations for
hardware, software, and workloads are shown in §7.

The evaluation results show: in CH-benCHmark, nine queries
(i.e., 40.9%), out of twenty-two, benefit from hybrid plans and
achieve 1.68× speedups in geometric mean; in TPC-DS, seventy-
seven queries (i.e., 77.8%), out of ninety-nine, benefit from hybrid
plans and achieve 3.06× speedups. We show two representative
queries from each workload in Figure 2a and Figure 2b.

Based on our experiments, we conclude three factors that mo-
tivate the desirability of hybrid plans. The first factor is the diver-
sity of data access patterns inside a single query. When a query
joins multiple tables, the variance of data size and query selectiv-
ity2 on each table motivates using different access paths for differ-
ent tables. The performance comparison of the row- and column-
oriented scan with different selectivity is shown in Figure 2c.

The second factor is the division of data schema. Star schemas [34,
59] and snowflake schemas [49, 70], as two successful templates,
provide a clear division between dimension tables and fact tables,
where dimension tables are most likely to join fact tables with
2Same as previous papers [45, 66], we say a predicate (filter) is selective (or its selectivity
is low) when the result set has few qualifying tuples. A selectivity that ranges from 0%
to 100% signifies the percentage of qualifying tuples in the database.
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their primary keys. Therefore, when using such schemas in HTAP
databases, retrieving data from row stores (with the primary indices)
for dimension tables and retrieving data from column stores for
fact tables can be a competitive candidate for the optimal plan.

The third factor is the queries’ requirement for physical prop-
erties (e.g., sort order). When a query requires specific properties
on a portion of tables, either demand by user requests (e.g., “order
by” in SQL) or demand by an inside operator (e.g., sort-merge join
requires ordered data), specific stores (e.g., a 𝐵+ tree index that de-
livers sorted data) have the opportunities to outperform the others
on these tables, leading to hybrid plans.

3 Problems of HTAP-agnostic Hybrid Plans

In this section, we study the performance issues caused by the
mutual relationship between reads (read-only queries) and writes
(write transactions) when using HTAP-agnostic hybrid plans. In
particular, we study the impact of writes on reads in §3.1 and §3.2,
and in turn, the impact of reads on writes in §3.3. Based on the
study, we motivate the desiderata of HTAP-aware plans.

3.1 Impact of Data Synchronization

Data synchronization causes read amplification on column scans,
changes the selectivity division between column stores and row
stores, and thus influences the decisions on access path selection.

Practically, an HTAP database can trade write performance for
read by adopting different delta-merge strategies. For instance,
database administrators can set a rigid boundary for the size of
delta stores and enforce delta merge operations immediately when
the size of delta stores exceeds the limitations. Thus, the effect of
read amplification on column scans can be bounded at a low level.
However, such an approach must block writes (known as write
stalls [54, 74]) when the write workloads are heavy, and the speed
of delta merge cannot catch up with the new writes.

Instead of imposing such a hard boundary, we explore the impact
of data synchronization from the optimizer’s view, which should be
general to the underlying strategies. We assume that the database
engines merge delta periodically in the background. For a real-time
workload, we consider OLTP write concurrency as the major factor
contributing to the overhead of data synchronization.

In our experiments, we executed the YCSB [29] workload for
OLTP to fine-tune its concurrency and read/write ratio and used a
plain query (i.e., the 𝑄2 in §7.1) for OLAP. Specifically, the OLAP
query scans a table in the database with a predictor to control the
selectivity. We run OLTP workloads for 10 minutes to warm up.
Figure 3a shows the results: the execution time for column scans
increased proportionally with the concurrency of OLTP workloads.

We then put the impact of data synchronization into the picture
of access path selection. Figure 3b shows the results. Same as in
previous papers [45], we define selectivity crossover as the selec-
tivity that the row store and column have an identical execution
time. Thus, the column store should be optimal for queries with
higher selectivity than the crossover. The results show: as the con-
currency grows, the crossover point rises to higher selectivity at
the beginning and plateaus eventually when the throughput of data
synchronization is close to saturation.
Takeaways. Retrieving data from delta stores causes additional
overhead to column scan, which is critical to access path selection.
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3.2 Impact on Data Freshness

Ensuring high data freshness is one of the most important design
goals of real-time HTAP databases. Generally, in HTAP, row stores
have better data freshness than column stores as all data are gener-
ated on row stores and then propagated into column stores asyn-
chronously. As suggested by previous papers [37, 50, 73], in most
deployment scenarios, such a freshness loss can not be ignored (§1).

We studied the visibility delay, defined as the time delay between
an update committed on the row store and when queries on the
column store can read that update. We report the 99.9th visibility
delay (in ten seconds) of our integrated HTAP databases. The results
are shown in Figure 4. Overall, the visibility delay increased (i.e.,
positively correlated) with the concurrency of OLTP workloads due
to the overhead of processing more data.

Our observation is that, from the optimizer’s perspective, queries
can always enjoy the best data freshness by either executing queries
on the row store or blocking the query execution on the column
store until all new data becomes visible. However, it introduces
a new opportunity for hybrid plans: an optimizer can opt to pre-
execute a portion of sub-plans on the row store while optimizing
the execution time for the rest of the plans on desirable data sources
without blocking the entire plan. We detail our visibility-aware
plan selection algorithm in §6.1.

3.3 Impact on Performance Isolation

Another essential property of HTAP databases is performance iso-
lation, which is critical in providing independent service-level-
agreement for both OLTP and OLAP. As pointed out by several
real-world studies [16, 19, 60], in an HTAP application, the OLTP
service always serves mission-critical tasks. Its performance should
be maintained in the face of OLAP workloads.

Without hybrid plans, operations for retrieving data in each kind
of workload are handled by separate stores. In this case, database ad-
ministrators can simply assign hardware resources (e.g., CPU cores)
to each store with resource management tools (e.g., Cgroup [43]) or
deploy stores across machines to provide isolation by nature, along
with independent scalability for OLTP and OLAP.
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Desiderata Roadmaps of Metis Design Knobs Proposed Solution

Low Execution Time Access Path Selection Cost Model Demain Model
High Data Freshness Masking the Cost of Visibility Delay Plan Selection Algo. Visibility-aware Optimizations

Strong Performance Isolation Restricting the Abuse of Hybrid Plans Re-optimization Algo. Proactive Re-optimization with Plan Stitch

Table 1: Desideratas, roadmaps, design knobs, and solutions of Metis for efficient query optimization in HTAP Databases.

However, when using hybrid plans, such isolation is broken. Is-
sues are two-fold. The first is the performance drop in OLTP. Fig-
ure 5 shows the OLTP throughput loss of the HTAP databases
on the CH-benChmark workload (see §7 for detailed configura-
tions). When the workload for OLTP is light (i.e., less than 256
OLTP threads), hybrid plans have little effect on OLTP throughput.
Things change when loads of row stores are closed to be saturated:
hybrid plans impose an OLTP throughput drop (up to 58%) due to
the competition for both physical resources and logical resources
(e.g., latches in internal data structures). The second issue is the
inefficiency of hybrid plans. Under high contention, hybrid plans
that operate row-oriented scans must wait for the schedule, caus-
ing their performance to fall short of expectations.

These two new issues are specific to HTAP databases and may
not be pronounced in traditional data warehouses that only perform
read-only queries since they do not target to provide performance
isolation between workloads.

3.4 Desiderata of HTAP-aware Optimizations.

Referring to our discussions above, we summarize three desiderata
of an HTAP-aware optimizer, which should be general to different
databases’ architectures and optimizers’ designs.
• Low Execution Time. Firstly, a well-customized HTAP optimizer
should leverage layout and storage-specific optimizations (e.g.,
hybrid physical layouts) to fully optimize query plans and the
plans should be robust to the change of workloads.
• High Data Freshness. Second, an HTAP-aware query optimizer
should not only demand the queries to reply fast but keep the
data insights as fresh as possible. HTAP introduces data freshness
as an additional dimension to analytical processing [63]. Hence,
both data freshness and execution time should be considered
when applying new query optimizations.
• Strong Performance Isolation. Third, a practical HTAP optimizer
should keep performance isolation between OLTP and OLAP
workloads even if the storage is shared with the upper engines.

4 Metis Overview

This section provides an overview of Metis, a prototype of our
HTAP-aware query optimizations. As shown in Table 1, Metis
responds to each desideratum of HTAP-aware optimizations by
redesigning several critical design knobs of the optimizers.

4.1 Workflow and Key Components

Figure 6 illustrates the workflow of Metis. After receiving query
optimization requests, Metis first performs cost estimations for
enumerated plans based on the cost model and cardinality estima-
tion, in particular, using the Demain model for access path selec-
tion (§5). Then, Metis eliminates those far-from-optimal plans and
uses its visibility-aware planning algorithm to pick up a set of seed
plans (§6.1). To execute, Metis starts with the plan that has the
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Figure 6: An overview of Metis’s workflow for HTAP-aware

optimizations and workload-aware re-optimizations.

lowest estimation cost and continuously monitors the query per-
formance (e.g., by validating its statistics estimation). To ensure
performance isolation, Metis monitors the resource utilization of
the database. When the plan fails to fit in its performance bound-
ary (e.g., 20% in our implementations, by default), either caused
by violating performance isolation or errors in estimates for inter-
mediate subexpressions, Metis stitches a new plan from the set of
seed plans based on a more accurate run-time measurement (§6.2).
Finally, the results are returned to the clients.

Different from sticking to such a plan-first execute-next approach,
Metis interleaves plan optimization and execution. Metis prepares
a set of seed plans in the first pass of query optimization, enabling
the optimizer to defer the plan choice to run-time. In this way,
Metis can combine the knowledge of accurate statistics and run-
time resource utilization, conforming to the nature of continuously
updated HTAP databases. Meanwhile, predefined seed plans may
avoid losing partial work in the query execution pipeline.
Design Rationales. Metis improves the accuracy of traditional
cost models by considering the mainstream architectures of HTAP
databases and picks visibility-aware plans by considering the data
synchronization mechanism in which replicated data becomes visi-
ble in sequence. Metis proactively ensures performance isolation
between workloads by re-optimizing generated “optimal” plans.

4.2 Limitations and Discussions

Metis has two limitations. First, same as other cost-model-based
optimizers, Metis relies on cardinality estimation to predicate the
size of the results set, which may not be accurate for complex
queries [14, 32]. In our implementations, Metis inherits cardinality
estimation, transformation rules, and logical optimizations (e.g.,
join re-ordering algorithm) from [9, 20, 37]. However, thanks to
the adoption of proactive re-optimizations, Metis can mitigate the
negative effects of errors by switching to a new plan in run-time.

Second, Metis models column scans as sequential scans and as-
sume all data are decompressed before computing. Notable data
warehouses advance their OLAP performance by working directly
over compressed data. However, it could be challenging when con-
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sidering hybrid plans: in this case, we need to determine an assem-
blage point or design a new intermediate representation for data
from the row store and column store, as well as model the cost. We
leave these exciting explorations as our future work.

5 Demain Model

Demain provides a template of our methodology to evaluate the
performance penalty of delta stores. To begin with, we first draft
the storage model of our integrated system below.
Storage Model. Following the trends of new HTAP databases, our
system adopts the storage-computation separation architecture and
leverages the in-storage computing power to perform table scans
efficiently. The row store of our system is implemented over log-
structured merge trees (for short, LSM-tree). Specifically, each row
in the row store is stored as a key-value pair, using its Table ID
and Row ID as a key and storing all of the attributes (columns)
contiguously as a value. When performing a table scan, the storage
engine retrieves all key-value pairs that have the same table ID as
the given table. To speed up the look-up performance on the row
store, we can build both primary and secondary indices. All indices
are also implemented as key-value pairs. For instance, an entry of a
primary index stores its primary key as a key, and the value is the
corresponding row ID of the indexed row.

Data in the column store is stored by columns and in the form
of arrays (i.e., vectors or chunks of columns) during the execution.
Particularly, to handle HTAP, it supports timely updates by a colum-
nar delta tree that organizes an append-only delta store with a 𝐵+
tree index to locate updates efficiently. When performing a column
scan, the storage engine retrieves data from both the delta store and
the stable column chunks and then merges the results for output.

In the rest of this section, we provide model preliminaries in §5.1,
model the access paths in §5.2, and discuss the selection in §5.3.

5.1 Model Preliminaries

As shown in Table 2, Demain models access paths in HTAP from
four perspectives: queries, datasets, hardware, and storage. In par-
ticular, we differentiate the bandwidth for row store and column
store since they can be deployed across machines or proclaimed
with an isolated quota in a single machine. In the later reference,
we also differentiate the I/O bandwidth for sequential and random
access with a superscript.

Without loss of generality, our cost model targets range scans,
which typically filter out data according to the given predictors. We
show a sample in 𝑆𝑄𝐿 below:
SELECT col1 FROM table WHERE col1 between ${a} and ${b}

When answering range queries in an LSM tree database, besides the
requested data, tombstones (i.e., the metadata that records invalid
instances of the deleted key) and invalid entries have to be read
and discarded [65]. We omit the cost of reading the tombstones
since their size contributes little to a full table scan. We model read
amplifications by the size ratio of the LSM tree (i.e., 𝑇 in Table 2),
which is a factor that captures how much the capacity of the LSM
tree level 𝑖 (𝑖 ≥ 1) is greater than that of the level 𝑖 − 1.

5.2 Modeling Access Path In HTAP

Network I/O Cost. The storage-computation separation architec-
ture incurs new overhead in retrieving data. We model the network

Query 𝑠𝑒𝑙 Selectivity of query q (%)
𝑤𝑟𝑒𝑠 Results witdh (bytes per output tuple)

Dataset 𝑁 Data size (tuples per column)
𝑡𝑠 Tuple size (bytes per tuple)

Hardware
Resource

𝐵𝑛𝑒𝑡 Network bandwidth (bytes/s)
𝐿𝑛𝑒𝑡 Latency of in-Network delay (s)

𝐷𝐵𝑟𝑜𝑤 Disk bandwidth of read in row store (bytes/s)
𝐷𝐵𝑐𝑜𝑙 Disk bandwidth of read in column store (bytes/s)
𝑀𝐵𝑟𝑜𝑤 Memory bandwidth of read in row store (bytes/s)
𝑀𝐵𝑐𝑜𝑙 Memory bandwidth of read in column store (bytes/s)

𝑝 The inverse of CPU frequency
𝑓𝑝 Factor accounting for instruction pipeline
𝑓𝑣𝑒𝑐 Factor accounting for vectorized OLAP engine

Storage

𝑇 Size ratio of the LSM tree, reference value = 10
𝑤𝑎 Attribute width (bytes)
𝑤𝑖𝑑 RowID width (bytes)
𝑏𝑑 𝐵+ tree fanout for delta store
𝑤𝑘 Key width of the index (bytes)
𝑁𝑑 Delta size (Unconsolidated tuples per column)

Table 2: Preliminaries and notations for Demain. We color

all those HTAP-related preliminaries in grey.

cost by considering the transmission delay and in-network delay.
For simplicity, we exclude the stack delay on the end host. Thus,
the cost of forwarding data results from storage nodes to computa-
tion nodes is:

𝐶𝑜𝑠𝑡𝑛𝑒𝑡 =
𝑠𝑒𝑙 · 𝑁 ·𝑤𝑟𝑒𝑠

𝐵𝑛𝑒𝑡
+ 𝐿𝑛𝑒𝑡 (1)

Row Scan. Scanning data in the underlying row stores are accessed
sequentially for a given table. The cost of retrieving data on the
storage node includes three parts. First, it requires moving data from
disks (e.g., SSD) to memory. Second, it relies on moving data from
memory to the CPU cache to perform scans. Third, it consumes
CPU circles to filter data according to the predictor. It should be
noted that all these steps can be done in a pipeline manner. Hence,
the cost should be dominated by the struggler. Thus, we have the
cost for a row scan in seconds:

𝐶𝑜𝑠𝑡𝑟𝑜𝑤 = 𝑇 · 𝑁 ·𝑚𝑎𝑥

{
𝑡𝑠

𝐷𝐵
𝑠𝑒𝑞
𝑟𝑜𝑤

,
𝑡𝑠

𝑀𝐵
𝑠𝑒𝑞
𝑟𝑜𝑤

, 𝑓𝑝 · 𝑝
}
≈ 𝑇 · 𝑁 · 𝑡𝑠

𝐷𝐵
𝑠𝑒𝑞
𝑟𝑜𝑤

(2)

Index Scan. Given an index on the accessed column, the cost of
retrieving data from the index are two-fold. First, the index needs to
be sequentially traversed to find a set of row IDs corresponding to
the requested value range. Second, the storage engine should filter
rows according to the proposed set without paying for the overhead
of reading the entire key-value pairs. Here, we omit the minor cost
of memory and CPUs. Without loss of generality, we have:

𝐶𝑜𝑠𝑡𝑖𝑛𝑑𝑒𝑥 = 𝐶𝑜𝑠𝑡𝐼𝑛𝑑𝑒𝑥𝑇𝑟𝑎𝑣𝑒𝑟𝑠𝑎𝑙 +𝐶𝑜𝑠𝑡𝐷𝑎𝑡𝑎𝑇𝑟𝑎𝑣𝑒𝑟𝑠𝑎𝑙 (3)

≈ 𝑇 · 𝑁 · (𝑤𝑘 +𝑤𝑖𝑑 )
𝐷𝐵

𝑠𝑒𝑞
𝑟𝑜𝑤

+ 𝑇 · 𝑁 · (𝑤𝑖𝑑 + 𝑠𝑒𝑙 · 𝑡𝑠)
𝐷𝐵𝑟𝑎𝑛𝑑𝑟𝑜𝑤

(4)

A special case is that if all needed data can be obtained from the
indexed keys (a.k.a covering index), the cost of data traversal can
be eliminated (e.g., the SQL in §5.1).
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Column Scan on Static Data. To perform a column scan on static
(consolidated) column storage, we can retrieve data from the speci-
fied single column directly instead of reading the entire tuple. Thus,

𝐶𝑜𝑠𝑡∗
𝑐𝑜𝑙

= 𝑁 ·𝑚𝑎𝑥

{
𝑤𝑎

𝐷𝐵
𝑠𝑒𝑞

𝑐𝑜𝑙

,
𝑤𝑎

𝑀𝐵
𝑠𝑒𝑞

𝑐𝑜𝑙

,
𝑓𝑝 · 𝑝
𝑓𝑣𝑒𝑐

}
≈ 𝑁 ·𝑤𝑎

𝐷𝐵
𝑠𝑒𝑞

𝑐𝑜𝑙

(5)

Delta Scan.We now explore the cost model for range scans on the
delta store. As an optimization, our system has implemented 𝐵+
trees over its append-only delta stores (see storage model in §5).
We model the cost of retrieving data from the 𝐵+ tree in two parts.
The first part is for traversing the internal structure of the 𝐵+ tree
to find the starting point in the first leaf node corresponding to the
requested value range. The second part is for traversing leaf nodes
to read the indexed row IDs and find the tuples in the delta store
according to the row IDs.

Particularly, in the delta store, a tuples ID in the leaf node of the
𝐵+ tree can be either matched to a 𝑑𝑒𝑙𝑒𝑡𝑒 or an 𝑖𝑛𝑠𝑒𝑟𝑡 operation. For
those 𝑑𝑒𝑙𝑒𝑡𝑒 operations, a row ID does not essentially cost a read
in the delta store. We can simply merge those 𝑑𝑒𝑙𝑒𝑡𝑒 operations
into the results of the column scan by ignoring the corresponding
rows. In practice, we use lightweight statistics in the delta stores
to count the number (ratio) of 𝑖𝑛𝑠𝑒𝑟𝑡 operations; the others are
𝑑𝑒𝑙𝑒𝑡𝑒 operations. We assume each tuple in the delta store matches
a full tuple update, i.e., the size of the indexed tuple equals its tuple
size in row format. We also assume a uniform distribution for data
access and updates. Hence, the worst case for the cost of a delta
scan becomes:

𝐶𝑜𝑠𝑡𝑑𝑒𝑙𝑡𝑎 = 𝐶𝑜𝑠𝑡𝑇𝑟𝑒𝑒𝑇𝑟𝑎𝑣𝑒𝑟𝑠𝑎𝑙 +𝐶𝑜𝑠𝑡𝐷𝑎𝑡𝑎𝑇𝑟𝑎𝑣𝑒𝑟𝑠𝑎𝑙 (6)

𝐶𝑜𝑠𝑡𝑇𝑟𝑒𝑒𝑇𝑟𝑎𝑣𝑒𝑟𝑠𝑎𝑙 = (1 + ⌈𝑙𝑜𝑔𝑏 (𝑁𝑑 )⌉) ·
𝑏

2 · (𝑓𝑝 · 𝑝 +
1

𝐷𝐵𝑟𝑎𝑛𝑑
𝑐𝑜𝑙

) (7)

𝐶𝑜𝑠𝑡𝐷𝑎𝑡𝑎𝑇𝑟𝑎𝑣𝑒𝑟𝑠𝑎𝑙 = 𝑁𝑑 ·
(𝑤𝑖𝑑 + 𝑠𝑒𝑙 · 𝑡𝑠)

𝐷𝐵𝑟𝑎𝑛𝑑
𝑐𝑜𝑙

(8)

Column Scan in HTAP. Putting Equation 6 and Equation 5 to-
gether, we have the overall cost of a column scan in HTAP:

𝐶𝑜𝑠𝑡𝑐𝑜𝑙 = 𝐶𝑜𝑠𝑡∗
𝑐𝑜𝑙
+𝐶𝑜𝑠𝑡𝑑𝑒𝑙𝑡𝑎 (9)

The total cost of retrieving data should also combine with the
cost of network I/O for transmission data from storage nodes to
computation nodes (see Equation 1), which can be critical for esti-
mating the latency or further optimizing the physical plans (e.g., re-
ducing network I/O cost by performing additional in-storage com-
putation). However, for a simple access path selection task that is
discussed above, the cost is not critical since the storage engine fil-
ters data according to the predictor for each access path (i.e., row
scan, index scan, and column scan) locally and thus the size of the
transmitted results set should be identical.

5.3 Access Path Selection

Using the equations in §5.2, we first detail the comparison between
row scans, column scans on static data, and index scans. From Equa-
tion 2 and Equation 5, it’s evident that, for a disk-based database,
the major advancement of column stores is to help reduce I/O cost
(i.e., slim down the cost from𝑇 · 𝑡𝑠 to𝑤𝑎 for each tuple, where 𝑡𝑠 is
always ≥ 𝑤𝑎 and𝑇 is always ≥ 1). This benefit is pronounced espe-

cially when the table has massive columns, and the number of re-
quested columns is few. It becomes a bit tricky when an index exists
on the conditional columns. The read performance of the row store
can be enhanced since the index can help skip unnecessary tuple ac-
cess but only read the entire tuples corresponding to the requested
value range. Given this, traditional optimizers decide the threshold
of switching access path depending on the query selectivity (i.e., 𝑠𝑒𝑙
in Equation 3). When the query has a lower selectivity, the overall
cost of the index scan should be lower. It should also be noted that
index scans may have poorer performance than row scans when
the 𝑠𝑒𝑙 is particularly large since they pay additional overhead on
sequential index traversal and do data traversal randomly.

We then discuss the access path selection inMetis. Metis refines
the cost of column scan in Equation 9. Hence, the row store hasmore
potential to outperform the column store due to the performance
penalty of data synchronization on the delta scan (Equation 6).
According to our model, Metis prefers a row scan when the 𝑠𝑒𝑙 is
particularly large, and the performance penalty of 𝑁𝑑 outpaces the
benefit of slimming I/O cost 𝑇 · 𝑡𝑠 to𝑤𝑎 . When 𝑠𝑒𝑙 is particularly
small, Metis prefers an index scan. Otherwise, Metis chooses a
column scan.

6 Runtime Optimizations

In this section, we propose two optimizations to make plans gener-
ated by Metis visibility-aware and provide performance isolation
property to the database in the face of resource contention.

6.1 Visibility-aware Plan Optimization

Given the revised cost model, when performing plan enumeration,
Metis represents each physical plan in a directed acyclic graph
(DAG), which constructs a partial order for plan execution. Metis
leverages DAGs to predicate plan performance. Each vertex in the
graph corresponds to a physical operator. Each edge represents a
dependency between two operators due to data dependency. Specif-
ically, there exist two types of edges: if an operator (𝑂𝑖 ) must wait
for the whole data output of another operator (𝑂 𝑗 ) before execu-
tion, we term such a dependency as a hard dependency (𝑂𝑖 → 𝑂 𝑗 );
otherwise, if 𝑂𝑖 can be executed in a pipeline manner, we term it
as a soft dependency (𝑂𝑖 ; 𝑂 𝑗 ).

For example, if a hybrid plan P1 retrieves data from table A in the
row store using an index scan (𝑂𝐴_𝑖𝑛𝑑𝑒𝑥 ), retrieves data from table B
in the column store using a column scan (𝑂𝐵_𝑐𝑜𝑙𝑢𝑚𝑛), and joins table
A and table B using a pipelined hash join [36] by assuming table A
as a build table (𝑂𝐴_𝑏𝑢𝑖𝑙𝑑 ) and table B as a probe table (𝑂𝐵_ 𝑝𝑟𝑜𝑏𝑒 ),
then there exist three edges between four operators: 𝑂𝐴_𝑖𝑛𝑑𝑒𝑥 ;

𝑂𝐴_𝑏𝑢𝑖𝑙𝑑 , 𝑂𝐵_𝑐𝑜𝑙𝑢𝑚𝑛 ; 𝑂𝐵_ 𝑝𝑟𝑜𝑏𝑒 , and 𝑂𝐴_𝑏𝑢𝑖𝑙𝑑 → 𝑂𝐵_ 𝑝𝑟𝑜𝑏𝑒 .
Recall the critical insight into the visibility-aware plan selection:

scheduling pre-execution on the available data ahead instead of
blocking queries until all data becomes visible can help mask the
visibility delay of HTAP databases. Therefore, in P1, Metis can
retrieve data from the row store and perform the first phase (i.e.,
building a hash table) of the hash join ahead of retrieving data from
the column store, reducing the overall response latency. Compared
to an alternative physical plan P2 that retrieves all data from the
column store and then performs hash join, P1 may outperform P2
in query latency even if the execution time of the index scan is a
bit longer than the column scan since P2 has to be blocked until
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Algo 1: Freshness-efficient Plan Selection (§6.1).
1 Para: 𝐺𝑝 ← The DAG representation of a hybrid plan 𝑝

2 Para:M← The cost model that estimations cost in seconds
3 Para: 𝛼 ← The visibility delay in the HTAP database
4 Function planSelection(DAGs, 𝛼) do
5 𝑏𝑒𝑠𝑡𝑃𝑙𝑎𝑛← ∅; 𝐶𝑜𝑠𝑡𝑏𝑠𝑒𝑡 ← 0;
6 for each 𝐺𝑝 in DAGs do
7 𝐶𝑜𝑠𝑡𝑝 ← calculateCost(𝐺𝑝 , 𝛼);
8 if 𝑏𝑒𝑠𝑡𝑃𝑙𝑎𝑛 == ∅ ∨ 𝐶𝑜𝑠𝑡𝑝 < 𝐶𝑜𝑠𝑡𝑏𝑒𝑠𝑡 :
9 𝑏𝑒𝑠𝑡𝑃𝑙𝑎𝑛 = 𝑝; 𝐶𝑜𝑠𝑡𝑏𝑒𝑠𝑡 ← 𝐶𝑜𝑠𝑡𝑝 ;

10 return 𝑏𝑒𝑠𝑡𝑃𝑙𝑎𝑛;
11 Function calculateCost(𝐺𝑝 , 𝛼) do

12 𝑝𝑟𝑒𝐶𝑜𝑠𝑡 ← 0; 𝑒𝑥𝑒𝐶𝑜𝑠𝑡 ← estimateCost (𝐺𝑝 ,M) ;
13 𝑖𝑛𝑣𝑎𝑙𝑖𝑑𝑆𝑒𝑡 ← findAllPendingTasks(𝐺𝑝);
14 𝑠𝑢𝑏𝑠 ← removePendingTasks(𝐺𝑝 , 𝑖𝑛𝑣𝑎𝑙𝑖𝑑𝑆𝑒𝑡);

/* removePendingTasks returns the strongly connected

components after removing pending tasks in 𝐺𝑝. */

15 foreach sub ∈ subs do
16 𝐶𝑜𝑠𝑡𝑠𝑢𝑏 ← estimateCost (sub,M);
17 if 𝑝𝑟𝑒𝐶𝑜𝑠𝑡 < 𝐶𝑜𝑠𝑡𝑠𝑢𝑏 : 𝑝𝑟𝑒𝐶𝑜𝑠𝑡 ← 𝐶𝑜𝑠𝑡𝑠𝑢𝑏 ;
18 return Cost← 𝑒𝑥𝑒𝐶𝑜𝑠𝑡 + 𝛼 - min {𝑝𝑟𝑒𝐶𝑜𝑠𝑡, 𝛼};

the new data of table A is integrated into the column store.
Another comprehensive example is shown in Figure 7, where

the parts of plans in the green box are ready to be executed.
Algorithm 1 shows the pseudocode for our visibility-aware plan

selection. Based on the DAG abstraction, we first calculate pre-
execution tasks for each plan by removing unavailable pending
tasks in the graph (Lines 13-14). By doing so, we get a set of pre-
execution tasks (i.e., 𝑠𝑢𝑏𝑠). Each task in the set is a strongly con-
nected component that contains multiple physical operators. Since
there is no data dependency between the tasks in 𝑠𝑢𝑏𝑠 , they can be
executed in parallel. Therefore, the overall performance improve-
ment of scheduling pre-execution should be the execution time of
the longest task. We combine the knowledge of visibility delay into
the plan cost at Line 18, which captures the end-to-end query la-
tency observed by users. Finally, we use the revised cost to guide
the selection function (Lines 4-10) and generate a visibility-aware
physical plan that has the cheapest cost on query latency.
Discussions. For data consistency, Metis guarantees snapshot
isolation and always uses the latest timestamp to execute queries,
guaranteeing the best data freshness. In Figure 7, we assume all data
in the column store is not visible at the plan-generated time and
becomes visible atomically when all new data is synchronized into
the column store. This simplified abstraction matches the behavior
that the storage engine retrieves data with a global timestamp 𝑡𝑠𝑞 ,
and blocks all reads until the timestamp of the column store 𝑡𝑠𝑐𝑜𝑙
≥ 𝑡𝑠𝑞 . In practice, several optimizations are proposed to optimize
such centralized timestamp management by using a subdivided
timestamp for each table or partition. For example, our database
system manages individual timestamps for different data chunks,
where updates to a data chunk are sequenced individually. Using
fine-grained timestamps, a portion of data can be available in the
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Figure 7: An example of visibility-aware plan selection. The parts

of the plans in the green box are ready to be executed.

column store at the plan-generated time, and the visibility of the
column store increments gradually. We follow such optimizations
from the integrated databases in our implementations.

Additionally, incremental computation techniques can be com-
bined into the pre-execution on the column store to improve the
performance further. We leave these developments as our future
work since it is orthogonal to our proposal. Given incremental com-
putation, our visibility-aware algorithm is still applicable.

6.2 Proactive Query Re-optimizations

To keep plans efficient and workloads isolated, Metis re-optimizes
plans proactively. Figure 8a shows an overview of our approach.
Intuitively, when performing query optimizations, Metis generates
a set of seed plans (i.e., a row-oriented plan, a column-oriented
plan, and an HTAP-aware plan). When executing queries, Metis
starts with the cheapest plan and continuously re-optimizes plans
by stitching sub-plans from other seed plans.
Seed Plans. To generate seed plans, Metis uses the revised cost
model (§5) and visibility-aware plan selection algorithm (§6.1).
Metis first generates a hybrid plan with the cheapest cost. Based
on the same logical structure of the hybrid plan, Metis generates
an optimized row-oriented plan and an optimized column-oriented
plan by considering different physical operators. Therefore, all seed
plans have the same logical structure but may adopt different phys-
ical operators (e.g., row scan versus column scan, nested loop join
versus hash join, and stream aggregation versus hash aggregation).
Generally, seed plans consist of three physical plans when there
exists a hybrid plan that outperforms the row-oriented and column-
oriented plans; otherwise, seed plans consist of two plans.

We do not individually optimize the logical structure for the
row-oriented and column-oriented plans since the cardinality es-
timations that can influence the optimality of the logical plan
(e.g., to decide an optimal join order) are exactly the same. For re-
optimizations on the logical structures at runtime (e.g., runtime
join reorder), several notable works [7, 11, 52] have been proposed,
which are orthogonal to our paper and can be adopted by Metis.
Runtime Statistics. To decide whether a query plan should be
re-optimized, Metis quantitatively evaluates the effects of its deci-
sions based on runtime statistics. For efficient execution, Metis re-
optimizes physical operators when the estimated cardinality is far
from the real statistics (e.g., beyond 20%). Multiple existing works
also adopt a similar strategy [12, 30, 32, 75]. For the performance
isolation between workloads, Metis stitches sub-plans to alleviate
resource contention. We use a threshold of the observed physical
resource utilization to control the use of the physical resource (e.g.,
80% CPU utilization) and use a threshold of contention footprint
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Figure 8: Proactive plan re-optimization and sub-plan stitch.

(i.e., the number of conflict transactions) to control the logical con-
tention on each table.
Plan Stitch. Inspired by [30], when re-optimizing a plan, Metis
stitches sub-plans from the seed plans without losing partial work
in the query execution pipeline. As the seed plans in Metis have
the same logical structure, stitching a new plan is essentially re-
optimizing the selection of physical operators for the remaining
un-executed plans. For future extensions, our framework is gen-
eral to different re-optimization techniques. Besides runtime re-
optimizations on logical plans mentioned previously, one may also
consider combining efficient previously-executed physical plans
into the seed plans.
Example. We now show an example of query re-optimizations.
The example query in Figure 8b joins Tables A, B, and C. Metis
starts the execution with the cheapest hybrid plan and generates
the interim results by joining Table A and B. Due to inaccurate
cardinality or resource contention, re-optimization is trigged when
retrieving data from Table C. In this case, Metis stitches a new
plan with the column-oriented plan in the set of seed plans. The
stitched plan uses a column scan for Table C instead of an index
scan for better performance. Consequently, Metis uses a hash join
instead of a sort-merge join because the cost will be higher when
the column store can not provide a sort order of the input data.
Given this stitched plan, Metis then reuses the interim results and
continues the execution.

7 EXPERIMENTS

In this section, we extensively study the performance of Metis and
compare the performance of HTAP-aware plans with row-oriented,
column-oriented, and HTAP-agnostic plans in various aspects.

Our evaluation focused on the following questions:
§7.2 Can Metis benefit the performance of analytical queries?
§7.3 How does Metis’s visibility-aware plan selection algorithm

help with reducing response latency?
§7.4 Can Metis retain performance isolation between workloads

when executing hybrid plans?
§7.5 How does Metis adapt to the shifting workloads?

7.1 Evaluation Setups

Hardware Configurations.We ran all experiments on a cluster
with seven machines. Each machine has a 2.60GHz Intel(R) Xeon(R)
E5-2690 v3 CPU (i.e., 24 cores with a single NUMA node), 64GB
memory with 544Gbps bandwidth, 960GB Dell DD4G0 SSD with
6Gbps bandwidth, and a 40Gbps NetXtreme NIC.
System Deployments. We compiled Metis on Ubuntu 18.04. We
ran three row stores and three column stores. Each of them is
deployed on individual machines. Data is loaded and continuously
written into the row store and asynchronously replicated into the
column store. We set up a client program along with a computation
node on a single machine to send client requests and perform off-
storage computation. We emulated 3𝑚𝑠 in-network delays among
machines using Linux tc [38], which is in line with the network
latency inside a data center [1, 2].
Workloads. To emulate diverse application scenarios and analyze
the performance of Metis, we used three well-studied workloads.
CH-benCHmark.We used CH-benCHmark, a notable workload in
HTAP scenarios, to evaluate the performance of Metis under hy-
brid workloads. It integrates an OLAP workload (i.e., TPC-H [25])
into an OLTPworkload (i.e., TPC-C [26]) with a unified data schema.
It contains five types of transactions and twenty-two types of ana-
lytical queries. Similar to TPC-C, CH-benCHmark organizes data
in warehouses. We used 100 data warehouses in our experiments.
TPC-DS. We adopted TPC-DS [24] with 𝑠 𝑓 = 100 for analyzing
hybrid plans in §2.2. Overall, TPC-DS contains much more complex
analytical queries than CH-benCHmark. For instance, TPC-DS has
24 tables and 7.9 join operators per query, while CH-benCHmarks
has 12 tables and 2.9 join operators per query on average. As TPC-
DS is a pure OLAP workload without any transactions or data
modifications, we did not use it in evaluating HTAP-aware plans.
YCSB. YCSB is a performance benchmark suite. To provide a more
in-depth analysis of Metis under hybrid workloads, we developed
a micro-benchmark using the APIs of the YCSB [23]. The micro-
benchmark includes two tables (A and B). Each table has 100 mil-
lion rows with a 64-bit primary key attribute and ten data attributes.
Primary indices are built on each table. In addition to the transac-
tions that perform ten reads or writes on these attributes, we create
an analytical query (Q1) that joins the two tables and controls the
amount of data accessed by each table with range predictors. We
also make a simple select query (Q2) that queries Table A with a
range predictor to provide a micro analysis on access path selection.
Baselines.The primary competitor of Metis is usingHTAP-agnostic
plans. Specifically, the HTAP-agnostic approach reused the state-of-
the-art cost model of the row store and simply added column scans
as an alternative data access path without considering any HTAP
contexts (§3). The approach is used by multiple existing HTAP
databases [37, 46]. In our experiments, we generated the HTAP-
agnostic plans using the same codebase of Metis while ignoring
the new HTAP-aware optimizations (§5 and §6).

We also study the performance of two additional baselines: row-
oriented and column-oriented plans, where the space of query opti-
mization is restricted to row stores or column stores, respectively.

7.2 Overall Performance

7.2.1 Benefits of hybrid plans. We first evaluate the performance of
Metis under the default settings of the CH-benCHmark workload.
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Row-oriented Col.-oriented HTAP-agnostic HTAP-aware

Q1 69.06s 7.37s 7.37s (C) 7.37s (C)
Q2 26.98s 2.42s 2.42s (C) 2.42s (C)
Q3 48.71s 4.52s 48.71s (R) 4.52s (C)
Q4 5.68s 7.02s 3.51s (H) 3.07s (H)
Q5 10.27s 11.32s 7.78s (H) 7.10s (H)
Q6 9.33s 1.00s 1.00s (C) 1.00s (C)
Q7 29.55s 4.59s 2.89s (H) 2.53s (H)
Q8 46.18s 8.42s 8.42s (C) 8.42s (C)
Q9 158.92s 28.97s 183.81s (H) 28.97s (C)
Q10 3.70s 4.68s 4.99s (H) 2.83s (H)
Q11 14.77s 2.78s 2.78s (C) 2.78s (C)
Q12 26.27s 2.56s 42.19s (H) 2.56s (C)
Q13 60.74s 5.73s 5.73s (C) 5.73s (C)
Q14 12.73s 1.40s 1.40s (C) 1.40s (C)
Q15 150.10s 2.63s 2.63s (C) 2.63s (C)
Q16 27.05s 1.25s 1.25s (C) 1.25s (C)
Q17 92.02s 12.02s 12.02s (C) 12.02s (C)
Q18 8.67s 14.11s 8.67s (R) 8.67s (R)
Q19 35.55s 2.82s 28.38s (H) 2.82s (C)
Q20 41.69s 6.38s 6.38s (C) 6.38s (C)
Q21 OOM 18.93s 9.42s (H) 8.97s (H)
Q22 3.57s 1.21s 9.69s (H) 0.87s (H)

G-Mean 24.87s 4.53s 6.91s 3.86s

Table 3: A comparison of the row-oriented, column-oriented, HTAP-

agnostic, and HTAP-aware query optimization approaches under

CH-benCHmark. We mark the generated row plans with R, column

plans with C, and hybrid plans with H in the last two columns. For

theHTAP-agnostic approach, we highlight the negative optimization

cases in grey. For the HTAP-aware approach, we highlight the hybrid

plans with “optimal” latecny in the hatched cells.

For OLTP, we ran 256 threads to saturate the throughput, achieving
3082.64 𝑡𝑝𝑠 . For OLAP, we executed analytical queries in sequence.
Each query is optimized and then executed one by one using multi-
cores. By default, we used 24 threads for intra-query parallelism.

Table 3 shows the results of analytical queries’ response latency.
The column-oriented plans outperformed the row-oriented plans
in most of the queries. Exceptions are 𝑄4, 𝑄5, 𝑄10, and 𝑄18. For
HTAP-agnostic and HTAP-aware plan optimization approaches,
we marked the generated row plans with R, column plans with C,
and hybrid plans withH .

As shown in Table 3, Metis (using HTAP-aware plans) always
performed better than the competitors for all analytical queries.
Compared to the HTAP-agnostic approach, Metis’s closest com-
petitor, Metis achieved 1.79× speedups in geometric mean.

As illustrated in §3, HTAP-agnostic plans can lead to poor perfor-
mance due to error-prone cost estimation. Hence, the response la-
tency of the HTAP-agnostic plans was even 1.52× than the column-
oriented plans, let alone realizing the potential of hybrid plans. We
highlight the sub-optimal cases in grey. Similar negative effects
were validated in [33]. We also observed that the performance of
the hybrid plans generated by the HTAP-agnostic approach might
be even poorer than both row-oriented and column-oriented plans
on specific queries (e.g., 𝑄9, 𝑄10, 𝑄12, and 𝑄22).

Given this, one may think about building an HTAP optimizer
without hybrid plans but select the row-oriented and column-
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Figure 9: Analytical Queries Completion Time (ten rounds).
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Figure 11: Impact on OLTP.

oriented plans for each query, achieving the best of the two. How-
ever, it should only be feasible with a unified cost model that can
precisely predicate the cost of both two plans. When creating a uni-
fied cost model, the problems inside the HTAP-agnostic approach
still exist, i.e., such an optimizer can always choose sub-optimal
plans due to the error-prone cost estimation.

Metis corrects sub-optimal plans in two-fold. First, the Demain
model provides a revision for access path selection. For example,
in 𝑄9, the HTAP-agnostic plan retrieves data from the row store
for the table order and the rest of the data from the column store.
On the contrary, according to our new cost model, Metis addi-
tionally retrieves data from the row store for the table nation
and supplier. Second, Metis’s runtime re-optimization alleviates
the performance degradation caused by resource contention, espe-
cially when accessing data from the row store. For instance, the
new order transactions that updated d_next_o_id frequently in
CH-Benchmark can cause a big footprint in the corresponding data
chunk. In such a case, Metis prefers using the column store for re-
trieving data from the corresponding table district.

Furthermore, Metis enhanced the query performance with its
visibility-aware optimization algorithm (§6.1). Benefited queries are
𝑄4, 𝑄5, 𝑄10, 𝑄21, and 𝑄22. We provide an ablation study in §7.3.
Takeaways. Neither the row store nor the column store can be
superior for retrieving data. Metis can achieve the best potential
of hybrid plans under HTAP workloads.
7.2.2 Performance under different OLTP concurrency. As the OLTP
concurrency in HTAP workloads may change over time, we next
study how Metis performed under various OLTP concurrencies.
The adaptivity of Metis was studied in §7.5.

We created three distinct scenarios for both CH-benCHmark and
YCSB workloads, where the OLTP concurrency is light (∼20% peak
throughput), medium (∼50% peak throughput), and high (∼80% peak
throughput). Specifically, we used 32 OLTP threads for light concur-
rency, achieving 732.54 𝑡𝑝𝑠 for CH-benCHmark and 8180.42 𝑡𝑝𝑠 for
YCSB. We used 128 OLTP threads for medium concurrency, achiev-
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𝑄4 𝑄5 𝑄7 𝑄10 𝑄21 𝑄22
Visibility-Agnostic 3.51s 7.78s 2.89s 3.57s 9.42s 1.07s
Visibility-Aware 3.07s 7.10s 2.53s 2.83s 8.97s 0.87s

Table 4: Impact of visibility-aware optimizations.
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Figure 12: An example of the impact of pre-execution.

ing 1930.98 𝑡𝑝𝑠 for CH-benCHmark and 23108.06 𝑡𝑝𝑠 for YCSB. We
used 256 OLTP threads for high concurrency, achieving 3082.64 𝑡𝑝𝑠
for CH-benCHmark and 41556.60 𝑡𝑝𝑠 for YCSB.

We reported the completion time of analytical queries in ten
rounds. For CH-benCHmark, OLAP clients issued 220 TPC-H-like
queries iteratively. For YCSB, OLAP clients issued 10𝑄1 with 0.01%
selectivity in Table A and 1% selectivity in Table B.

Figure 9 shows the experimental results with error bars.
CH-benCHmark. The results demonstrated that OLTP concur-
rency could affect the performance of all types of plans. This is be-
cause, as the OLTP concurrency increased, more transactions could
consume more physical and logical resources in the row store and
cause more data synchronization operations in the column store.
Compared to HTAP-agnostic plans, the performance degradation
of Metis (using HTAP-aware plans) was relatively small.
YCSB. For YCSB, we observed that, under light and medium OLTP
concurrency, both the HTAP-agnostic and HTAP-aware plans could
be optimal. We checked the physical plan by the ANALYZE state-
ments in 𝑆𝑄𝐿. The plan retrieved data from Table A in the row
store and from Table B in the column store. Then, the plan joined
Table A with Table B using Hash Join. Metis performed slightly
better thanks to the pre-execution scheduling.

Under high OLTP concurrency, Metis shifted to the column plan
to alleviate resource contention on the row store. At the same time,
the HTAP-agnostic approach still used the hybrid plan, leading to
sub-optimal performance (i.e., 1.56× latency in our evaluation).
7.2.3 Accuracy of Demain. Weanalyzed the accuracy of theDemian
model by comparing the predicted crossover selectivity against the
measured crossover selectivity for access path selection. Recall the
definition of crossover in §3.1. The crossover is the selectivity when
the row store and column have an identical execution time. We
used YCSB𝑄2 and fine-tuned the selectivity of the predictor to find
the measured crossover. The predicated crossover was calculated
by solving the equation when the index scan has the exact cost as
the column scan in §5. As shown in Figure 10, Metis accurately
predicted the crossover point under different OLTP concurrency.
The error rate was up to 12.28% and within the standard deviation
of the measured crossover selectivity.
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Figure 13: Impact of Shifted Workload.

7.3 Impact of Visibility-Aware Optimizations

Ablation Study. Table 4 shows an ablation study by independently
removing our visibility-aware optimization algorithm in Metis.
For clarity, we only present the queries that can potentially benefit
from pre-execution in CH-Benchmark.
Case Study of Ablation. Figure 12 shows the physical plan of CH-
benCHmark 𝑄21 with the accumulated execution time for each op-
erator. In particular, Figure 12a shows the hybrid plan with “opti-
mal ” cost, which was generated by disabling our visibility-aware
algorithm. Figure 12b reveals the visibility-aware hybrid plans.

To retrieve data from table nation and supplier, column scan
can outperform row scan slightly (i.e., 13.58𝑚𝑠 versus 18.58𝑚𝑠 and
17.17𝑚𝑠 versus 24.77𝑚𝑠). However, due to the visibility delay (i.e.,
∼800𝑚𝑠 measured in our experiment), data in the column store was
unavailable until all new data was synchronized from the row store.
Therefore, the plan with the “optimal ” cost had to be blocked and
not scheduled until new data became visible in the column store. On
the contrary, our visibility-aware plans could be scheduled ahead
of the full data synchronization as new data was available in the
row store. By doing so, a portion of the plan (i.e., the grey part in
Figure 12b) could be executed ahead of time to mask the visibility
delay. Then, the amortized cost (183.79𝑚𝑠) of the sub-plan was
cheaper than the sub-plan of the “optimal ” plan (633.79𝑚𝑠).

As a result, though the visibility-aware plan could pay more
cost to retrieve data from table nation and supplier, its overall
response latency was shorter than the plan with the “optimal ” cost
(i.e., 8.97𝑠 compared to 9.42𝑠).

7.4 Performance Isolation of Workloads.

As discussed in §3.3, hybrid plans introduce new challenges in per-
formance isolation, and the HTAP-agnostic approach may largely
degrade OLTP performance. We study that impact in this experi-
ment using Metis under the CH-benCHmark workload. We first
set up 256 OLTP threads to saturate the OLTP throughput and then
increased the OLAP workloads by adding OLAP threads (clients).

As shown in Figure 11, for Metis, the OLAP throughput in-
creased with the number of OLAP threads and eventually plateaued;
the OLTP throughput was basically preserved throughout the ex-
periment. On the contrary, the HTAP-agnostic approach incurred
a much more server OLTP throughout degradation compared to
Metis, in line with the evaluation results in §3.3. This is because
Metis will proactively re-optimize in-efficient plans in the face of
resource contention. As evidence, as shown in Table 3, when using
256 OLTP threads, the HTAP-agnostic approach totally generated
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nine hybrid plans for analytical queries in CH-benCHmark, which
should be optimal when given static data. In contrast, the number
of hybrid plans in Metis was six.

Meanwhile, we observed that the throughput of OLTP indeed in-
curred a slight degradation (up to 8%). We conclude this degradation
for two reasons: (1). OLTP and OLAP requests shared the same front
end of the database (e.g., sessions and 𝑆𝑄𝐿 parser) and (2). a part of
internal service inside the database (e.g., 𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝 allocation).

7.5 Impact of Changed Workloads

So far, we have studied the performance variance of Metis under dif-
ferent OLTP concurrency in §7.2.2, the accuracy of access path selec-
tion in §7.2.3, and the efficiency of visibility-aware plan selection in
§7.3. In this experiment, we study the adaptive capabilities of Metis
by examining its OLTP throughput and OLAP latency over time.

Figure 13 shows the OLTP throughput and OLAP (i.e., YCSB
𝑄1) latency in YCSB. Recall in §7.2.2, 𝑄1 prefers a hybrid plan
that retrieves data from Table A in the row store and Table B in
the column store when the contention between workloads is low.
As we shifted the number of OLTP threads from 128 to 256 at
300𝑠 , the OLTP increased correspondingly, which consumes ∼ 92%
of CPU circles on the row store. In such a case, Metis avoided
retrieving data from the row store favor for both query efficiency
and performance isolation between workloads. Metis re-optimized
the hybrid plan by its proactive re-optimization technique (§6.2)
and thus retrieved data from Tables A and B in the column store,
in line with the results in §7.2.

At 900𝑠 , we changed the selectivity on Table B. Metis generated
a row-oriented plan that retrieved all data in the row store and
joined the two tables using Sort-merge Join instead of Hash Join.

8 RELATEDWORK

Query optimization is a well-studied research area. Massive influ-
ential works have been proposed since the 1970s. In this paper, we
rethink optimization techniques in the era of HTAP by standing on
the shoulders of giants. We summarize related works below.

8.1 Query Optimization in HTAP Databases

Independent optimizers. Several HTAP databases [15, 18, 57]
process query optimizations for OLTP and OLAP independently,
using a routing-based approach, and are not designed for hybrid
data access. After receiving 𝑆𝑄𝐿 requests, they rely on embedded
user-level hints or a smart middleware layer to differentiate point
and scan-intensive queries. Then, they execute queries on the desir-
able engines and stores. This approach is easy to implement; how-
ever, at the cost of performance since optimizations are conducted
in isolation, and the prior knowledge of queries can always be lim-
ited and inaccurate.
Integrated optimizer. Another approach adopted by multiple
HATP databases [6, 21, 27, 35, 37, 39, 46, 47, 55, 61, 68, 73] is sup-
plementing column stores as an additional data access path. For
instance, F1 Lightning [73] generates logical plans using its F1
optimizer (i.e., an optimizer designed for OLTP) and considers
lightning-only indexes and views during physical planning. SQL
Server [33] analyzes and recommends column stores by its Data-
base Engine Tuning Advisor (DTA) when suitable for a given work-
load. TiDB [37] extends query optimizer to explore physical plans

accessing both row and column stores. Oracle Dual [46] supple-
ments column indices to its optimizer as an alternate execution
method for high-speed table scans. Compared to Metis, all of them
either do not support hybrid plans or generate HTAP-agnostic plans.

8.2 Access Path Selection in Modern Databases

Access path selection is one of the most fundamental optimizations
in databases for retrieving tuples from tables. Besides the important
works [17, 56, 66] proposed at the beginning of the database system,
recent studies focus on the analysis of access path selection over
large-scale column databases, in-memory row-oriented databases,
and hybrid physical designs in HTAP databases.

Kester et al. [45] analyze the problem of access path selection
for in-memory analytical databases by comparing probes on 𝐵+
trees to shared scans on column stores. Dziedzic et al. [33] present
the analysis of access path selection for a commercial-strength
database, considering secondary 𝐵+ trees on top of column-store
indexes. Abadi et al. [5] provide an experimental study to quantify
the significant differences between column store and row-oriented
𝐵+ trees. Unlike existing works, our paper discusses the access path
selection over the specially-tailored HTAP databases (i.e., using
delta-main architectures) and models row stores as LSM trees.

8.3 Proactive Query Re-optimizations

Several previous works [12, 30, 32, 40, 42, 53, 72, 75] inspire Metis’s
resource-aware query re-optimization.
Proactive Re-optimizations. Particularly, Babu et al. [12] take
the first step to re-optimize plans proactively. They estimate statis-
tics computed as bounding boxes and generate a switchable seed
plan for runtime re-optimization. Ding et al. [30] harness valuable
information of efficient sub-plans collected from other previously-
executed plans and stitch these sub-plans at runtime.
Resource-aware Query Plan. Viswanathan et al. [72] integrate
resource planning within a query planner using a cost-based model
in Hive and Spark. Li et al. [53] propose a resource-aware deep-
learning model that can predict the execution time of plans and thus
combine the knowledge of available resources into query planning.

While sharing the same goal to re-optimize query plans for
efficiency, Metis is additionally designed to keep performance
isolation between workloads. To do so, Metis prepares three seed
plans for different data access paths and continuously monitors
resource utilization (§6.2).

9 CONCLUSION

In this paper, we demonstrate that hybrid plans are desirable for
HTAP databases since all row scans, index scans, and column scans
can benefit analytical queries. We systematically analyze the chal-
lenges and desiderata of hybrid plans. As HTAP databases evolve
specially-tailored architectures and target specific design goals, ex-
isting works either generate sub-optimal plans or sacrifice HTAP
properties, prompting a revisit of query optimization techniques.

Based on our analysis, we propose Metis, an HTAP-aware hy-
brid optimizer, which uses a revised cost model for access path
selection, selects plans with visibility-aware optimization and re-
optimizes queries proactively to keep plans efficient and isolate the
performance between workloads. Our experiments on extensive
workloads show the efficiency and adaptivity of Metis.
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