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Widefield Diamond Quantum Sensing with Neuromorphic
Vision Sensors

Zhiyuan Du, Madhav Gupta, Feng Xu, Kai Zhang, Jiahua Zhang, Yan Zhou, Yiyao Liu,
Zhenyu Wang, Jörg Wrachtrup, Ngai Wong,* Can Li,* and Zhiqin Chu*

Despite increasing interest in developing ultrasensitive widefield diamond
magnetometry for various applications, achieving high temporal resolution
and sensitivity simultaneously remains a key challenge. This is largely due to
the transfer and processing of massive amounts of data from the frame-based
sensor to capture the widefield fluorescence intensity of spin defects in
diamonds. In this study, a neuromorphic vision sensor to encode the changes
of fluorescence intensity into spikes in the optically detected magnetic
resonance (ODMR) measurements is adopted, closely resembling the
operation of the human vision system, which leads to highly compressed data
volume and reduced latency. It also results in a vast dynamic range, high
temporal resolution, and exceptional signal-to-background ratio. After a
thorough theoretical evaluation, the experiment with an off-the-shelf event
camera demonstrated a 13× improvement in temporal resolution with
comparable precision of detecting ODMR resonance frequencies compared
with the state-of-the-art highly specialized frame-based approach. It is
successfully deploy this technology in monitoring dynamically modulated
laser heating of gold nanoparticles coated on a diamond surface, a
recognizably difficult task using existing approaches. The current
development provides new insights for high-precision and low-latency
widefield quantum sensing, with possibilities for integration with emerging
memory devices to realize more intelligent quantum sensors.
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1. Introduction

Solid-state quantum sensors have enabled
new ways to detect magnetic, electric fields
or temperature with extreme sensitivity
that approaches the quantum limit.[1]

One of the most promising platforms so
far has been the Nitrogen Vacancy (NV)
center, an optically addressable defect in
diamond, due to its exceptional electronic
spin properties at room temperatures. The
electron spin state can be experimentally
detected by the optically detected mag-
netic resonance technique, which involves
sweeping the microwave (MW) frequency
while recording the corresponding fluores-
cence intensities as a function of time.[1b]

Customized methods such as confocal-[2]

and widefield-based[3] fluorescence mi-
croscope have served as gold standards
for quantum sensing measurements. In
particular, the widefield diamond quan-
tum sensing approach allows for parallel
readout of spatially resolved NV fluo-
rescence, offering enormous potential in
diverse fields.[4] Since the first experimental
demonstration,[3a] the NV-based widefield
quantum sensing platform has been rapidly
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developed and fully exploited in various areas, across
biomedical,[5] condensed matter physics[4a,6] and integrated
circuit (IC) inspecting.[7] While continuous efforts have been
made to improve its measurement accuracy and spatial resolu-
tion, the focus has also shifted to the temporal domain to realize
ultrafast ODMR. This extension would allow for the monitoring
of dynamic signals, such as neuronal action potential[8] and cell-
activity related temperature change,[9] However, this direction is
hindered by the challenge of handling the massive amount of
data in the form of image frames that needs to be transferred
from the camera sensors for further processing.[3d,10] This data
transfer can significantly limit the temporal resolution, which is
typically no more than 100 fps[11] due to the use of frame-based
image sensors. As a result, the potential for widefield magne-
tometry in dynamic measurements has only been exploited to a
limited extent.

Several studies have proposed different approaches to im-
prove the temporal resolution in widefield quantum sens-
ing, including down-sampling method (with potential artefacts
introduced),[12] frequency multiplexing[13] (with complicated im-
plementation while limited speed-up), advanced sensing arrays
with single-photon avalanche diodes (SPADs)[14] (with complex
circuit integration needed), and in-pixel demodulation with lock-
in cameras[15] (with sacrificed sensing precision). However, the
fundamental limitation still lies in the monitored fluorescence
intensity changes with image frames associated with a vast
amount of data, leading to unsatisfactory performance in wide-
field quantum sensing. To overcome this bottleneck, we propose
using a neuromorphic vision camera[16] to pre-process fluores-
cence intensity data near the sensor device, which reduces the
data transmitted for post-processing and significantly enhances
the temporal resolution, enabling fast dynamic measurements.

Unlike traditional sensors that record the light intensity lev-
els, neuromorphic vision sensors process the light intensity
change into “spikes” similar to biological vision systems, lead-
ing to improved temporal resolution (≈μs) and dynamic range
(>120 dB).[16a,17] This approach is particularly effective in sce-
narios where image changes are infrequent, such as object
tracking[18] and autonomous vehicles,[19] as it eliminates re-
dundant static background signals. Recently, this technique
has gained attention in precision instruments measurements,
such as emerging applications including fast-focusing in light
microscope fast-focusing,[20] dynamic magneto-optic Kerr ef-
fect (MOKE) microscopy,[21] fast cell flow sorting,[22] vibration
measurement,[23] fast-tracking of beads,[24] and super-resolution
imaging.[25] Given that the fluorescence intensities encoded by
MW spatial-temporally vary only near the resonance frequency
and therefore changes are rare, diamond quantum sensing is an
ideal way of leveraging the benefits of this new approach.

This study, to the best of our knowledge, is the first to de-
scribe the application of the neuromorphic vision sensor to per-
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form wide-field diamond quantum sensing. Specifically, we de-
velop a custom and efficient protocol to process event-type quan-
tum sensing data, which enables the reconstruction of deriva-
tive ODMR spectrum. Our experimental results demonstrate that
this new approach takes far less time than conventional frame-
based approaches (140 ms vs. 1.82 s), while achieving similar pre-
cision (0.034 MHz vs. 0.031 Mhz) in detecting the ODMR reso-
nance frequency over a field of view (FOV) of 18*18 μm2. We
showcase its potential in monitoring sub-second scale laser heat-
ing of diamond surface coated with gold nanoparticles, which
was previously impossible with conventional approaches. Tem-
perature monitoring with 0.28 s temporal resolution and 0.5 K
temperature precision is demonstrated in our experiment. We
anticipate that our successful demonstration of the proposed
method will revolutionize widefield quantum sensing, signifi-
cantly improving performance at an affordable cost. Our study
also paves the way for the development of intelligent quantum
sensors with more advanced in-sensor processing capabilities,[26]

and brings closer the realization of near-sensor processing with
emerging memory-based electronic synapse devices.[27] These
advances hold great promises for further enhancing the perfor-
mance of widefield quantum sensing, leading to new opportuni-
ties in scientific research and practical applications.

2. Results

2.1. Neuromorphic Widefield Quantum Sensing Concept

Diamond quantum sensing is facilitated by the NV center, which
consists of a nitrogen atom and a nearby vacancy center hosted
in diamond lattice. Due to the unique transition between triplets’
ground and excited states,[1b] the spin states of NV centers could
be readout through the emitted red fluorescence excited with a
green laser (Figure 1A). The hallmark of quantum sensing based
on NV centers in diamond is to perform the so-called optically
detected magnetic resonance measurements, i.e., the monitored
NV fluorescence changing with temporally encoded MW fre-
quency. Specifically, the widefield ODMR measurement records
the spatiotemporal NV fluorescence intensity changes in parallel,
via a conventional frame-based sensor which normally operates
at a limited framerate. With swept MW frequency, all pixels in the
camera sensor synchronously record both regions of interest (i.e.,
NV fluorescence) as well as the background fluorescence, gener-
ating a series of frames with fixed time interval (Figure 1B). This
inflexible process produces highly redundant data (e.g., of the or-
der of ≈10 MB) for transmission and further process, causing a
significant latency (e.g., of the order of ≈10 ms per frame). This
makes it difficult to apply widefield diamond quantum sensing in
many dynamic processes such as mapping the action potential of
a single neuron.[8a]

The proposed widefield quantum sensing approach using
a neuromorphic vision sensor aims to address the challenge
described above. Instead of simply recording the fluorescence
intensities from the frame-based camera, this method pre-
processes data near the sensor. During widefield ODMR mea-
surement, we observe that the fluorescence intensity only
changes in the regions of interest and near the resonance fre-
quency, while the majority of data changes only slightly. As a re-
sult, we adopt a neuromorphic event camera that converts the
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Figure 1. Concept, design and implementation of widefield quantum sensing. A) Overview of NV-based widefield quantum sensing: energy level diagram
and atomic structure of NV centers; and the experimental apparatus of widefield quantum diamond microscope. L: Laser; DM: Dichroic Mirror; BS:
Beam Splitter; M: Mirror; B) A schematic showing the working principle of frame-based widefield quantum sensing, where a series of frames are output
from a frame-based sensor recording both fluorescence intensity and background signals. C) A schematic showing the working principle of proposed
neuromorphic widefield quantum sensing, where the fluorescence changes are converted into sparse spikes through a neuromorphic vision sensor.

light intensity changes into sparse “change events” or spikes.
(Figure 1C). This resembles the working principle of photore-
ceptors in the human retina, which responds only to light in-
tensity changes and converts them into spikes for transmission
and processing in neural systems.[16b,19] For example, the work-
ing mode in our optical nerve has resulted in only ≈20 Mb s−1 of
data transmission to the visual cortex, while a rate of 20 Gb s−1

is required for the frame-based working mode in conventional
digital cameras to match the same spatial-temporal resolution.
The compressed data transmission thus results in significantly
reduced latency and a high energy efficiency.[16b,28] Likewise, we
use a neuromorphic sensor to measure the fluorescence change
in parallel, from which a spike is generated only when the tem-
poral fluorescence change surpasses a predefined threshold level.
Because the fluorescence only changes significantly near the res-
onance, the general spikes are inherently sparse. Moreover, the
spikes are only generated for the region of interest (ROI) where
there exist intensity changes like NV centers modulated (tempo-
rally encoded) by MW frequency, further reducing the data trans-
mission and improving the performance in widefield diamond
quantum sensing.

2.2. Event-Based ODMR

To demonstrate the feasibility of our idea, we performed Monte-
Carlo simulations using a model with stochastic measurements
as detailed in Methods. As shown in the upper part of Figure 2A,
our numerical simulation reproduced a light intensity that can be
well-fitted with a Lorentz function that is consistent with previous
experiments.[2a,29] For the proposed event-based approach, the
simulated signal exhibits the shape of the derivative of a Lorentz
function (lower part of Figure 2A).

In fact, the relationship between the original and event-based
ODMR can be well understood and mathematically derived: First,

the light intensity is converted to a series of events in our sim-
ulation, based on the working process of the proposed neuro-
morphic sensor.[16a] In this regard, each sensing pixel responds
to light intensity changes independently and produces a positive
event when the light intensity increase surpasses a predefined
threshold Cth, and a negative event for a decrease (Figure 2B).
Therefore, if the threshold value is much smaller than the inten-
sity change, the time interval Δt between two events can approx-
imately describe the derivative of the original spectrum at that
point:

Δt = ΔIlog∕
(ΔIlog

Δt

)
= 1

I′log
(t)

× Δ Ilog = 1
I′log

(t)
× Cth (1)

Equation (1) clearly shows that the fluorescence intensity gra-
dient is encoded as the density of events, as Δt is inversely pro-
portional to the derivative of intensity, as illustrated in Figure 2B.
To recover the spectrum gradient, we calculate the event density
𝜆s(t) by counting the number of simulated events within a certain
time range T:

𝜆s (t) = T
Δt

= T
Cth

× I′log
(t) (2)

Finally, the derivative Lorentzian spectrum I′log(f ) is re-
constructed from the I′log(t) using an established relationship
between time t and microwave frequency f. This is clearly
verified by our simulation results (shown in the lower panel in
Figure 2A), where the discrete points of summed events can be
fitted with the derivative Lorentzian function. The resonance fre-
quency f0 can also be determined at the point where the derivative
crosses zero value. To describe the quality of the spectrum, the
quality metric QF (for original Lorentzian spectrum) and QE (for
derivative Lorentzian spectrum) can also be calculated, where
QF is defined as the full width at half maximum (FWHM), while
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Figure 2. Theoretical background. A) Simulated ODMR spectrum using conventional frame-based sensor (green dots) and event-based sensor (orange
dots), with quality described via QF (upper panel) and QE (lower panel), respectively. QF: full width at half maximum, QE: the frequency difference
between two inflection points. The resonance frequency can be extracted by fitting the data with Lorentzian function (brown solid curve) and its derivative
(black solid curve), respectively. B) Cartoon showing the conversion from the frame-based ODMR spectrum into event-based one through processing
the recorded time trace of computed raw events.

QE is defined as the frequency difference of two inflection points
of the spectrum. Therefore, our method provides a new route
to represent ODMR by the post-processed events. Consequently,
we refer to this new technique as event-based ODMR measure-
ment. This form of measurement has guided our following
experiments.

2.3. Experimental Demonstration of Event-Based ODMR
Measurement

We have successfully demonstrated our event-based ODMR mea-
surement concept through experiments and systematically com-
pared its performance with the conventional frame-based ap-
proach. As a benchmark for comparison, we used a highly
specialized Electron Multiplying Charged Coupled Device (EM-
CCD), a typical frame-based camera used in traditional ODMR
measurement. Due to its frame-based working mode, we swept
the MW across 70 discrete frequency points to perform ODMR
measurements with a framerate of 38.5 fps or 26 ms per frame
(Figure 3A). As a result, the overall measurement time was 1.82 s
for one complete ODMR measurement. By contrast, the event
camera is not limited by frame rate due to its unique working
principle, so we swept the same frequency range in a linear chirp
manner (continuously) with only 70 ms, as shown in Figure 3B.
(As illustrated in the section “Event-based ODMR measurement”
in Experimental Section, we repeat the sweep for 10 loops for one
complete ODMR measurement to mitigate the influence of noise
events). In fact, the time could be further improved with a trade-
off with the sensing precision (discussed in detail in Figure 3G).
Indeed, an extreme short time of 3.5 ms, with a degraded yet ac-
ceptable precision (0.11 MHz) has been realized in our event-
based experiment. Such a short time is unattainable by frame-
based methods (Figure 3G).

The superior performance of the proposed event-based ODMR
measurement is attributable to its unique working principle,
which could be explicitly seen from the raw data format. The
frame-based widefield ODMR measurement generates a series
of frames, representing a massive amount of data to transfer
during the scanning of full ODMR spectrum across all pixels
(Figure 3C) in order to maintain the precision of the ODMR mea-
surement. This results in a limited framerate of the camera and
increased sensing time. By contrast, the proposed event-based
wide-field ODMR measurement generates data in the form of
sparse events, significantly reducing data transfer and enabling
much faster sensing speeds. This feature is evident in our ex-
perimental data (Figure 3D) during our event-based wide-field
ODMR measurement. The data consists of a stream of spatial-
temporal events in which the event density and polarity encode
the information related to the fluorescence intensity changes. As
expected, the detected event density is noticeably concentrated
near two turning points, while it is sparse in the off-resonance
region of the measured event-based ODMR spectrum (insert in
Figure 3F). A consistent demonstration for this phenomenon can
be observed in the recorded video (Movie S1, Supporting Infor-
mation). This can also be verified by the time trace of accumu-
lated number of events in one typical measurement (Figure S11
(Supporting Information), where the average event number from
the central pixel is counted for every 1 ms of the sweep). The event
number remains minimal in the off-resonance frequency region,
with only a few events generated due to noise. However, the num-
ber increases significantly near the in-resonance frequency (close
to the turning points). These data are consistent with our as-
sumption and further support the improved performance of our
method.

The proposed event-based ODMR measurement employs a
distinct measurement protocol, data representation, and process-
ing method, but still achieves the same resonance frequency
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Figure 3. Experimental demonstration. The measurement protocol, raw datasets and obtained ODMR spectrum (of the central point of ROI) using
frame-based A,C,E) and event-based sensor B,D,F), respectively. The insert in (F) shows raw event frames (by accumulating events of 1 ms range) at
three different frequency points. The spectra in E and F are fitted with the Lorentzian and its derivative functions, respectively, from which the resonance
frequency f0 is extracted (f0*is the averaged result from forward and backward sweeping as discussed in Section 2 in Supporting Information; Error
represents the standard deviation from 10 repeated measurements. The other 9 spectrums can be found in Figures S6 and S7, Supporting Information).
G) Comparison of precision 𝜎 and required sensing time 𝜏 for measurements using event camera (red squares), EMCCD (green circles) and lock-in
camera (blue stars), respectively. The results of event- and EMCCD- based methods are fitted with 𝜎event = 0.023 1

𝜏0.43 (orange solid) and 𝜎EMCCD =
0.028 1

(𝜏−𝜏o)0.48 (cyan solid), respectively.
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Table 1. Comparison between frame-based and event-based ODMR. The sensing time, precision and data amount are compared with their typical
values obtained by experiment. SBRs and SBRt stand respectively for spatial and temporal signal-to-background ratio, defined in Section 5, Supporting
Information.

Method Sensing Time Precision Data Amount Latency SBRs SBRt Dynamic Range

Conventional Quantum Sensing (e.g., EMCCDa)) 1.82 s 0.031 MHz 35 MB 26 ms 64 1 96 dB

Neuromorphic Quantum Sensing (e.g., Event Camerab)) 0.14 sc) 0.034 MHz 363 KB 220 μs 194 10 120 dB
a)

Evolve 512 Delta Photometrics, price ≈$20000[30];
b)

EVK1-Gen 3.1 VGA Prophesee, price ≈$4000[31];
c)

The calculation considers both forward and backward frequency
sweep.

as frame-based ODMR measurements. For conventional frame-
based ODMR measurements, the raw intensity recorded at a spe-
cific location, which varies with microwave frequency, can be fit-
ted with a Lorentzian function to extract the resonance frequency
(f0 = 2869.62 MHz) (Figure 3E). By contrast, the event-based mea-
surement reconstructs the derivative Lorentzian spectrum from
the density of events, i.e., the summation of event number over a
defined period (Figure 3F). By fitting with a derivative Lorentzian
function, the resonance frequency can also be extracted, although
it appears to exhibit a noticeable deviation (f0 = 2872.23 MHz)
compared to the EMCCD result. This deviation is caused by the
time delay between the event camera and MW source and also the
large threshold of the event camera (detailed in Section 2, Sup-
porting Information) and can be easily compensated for by per-
forming another backward frequency sweep (f0 = 2867.03 MHz)
and averaging the two results (the corrected resonance frequency
f0* = 2869.63 MHz indicated in Figure 3F).

The distinct measurement protocol also results in a different
model to describe the trade-off relationship between the mea-
surement precision 𝜎 and the sensing time 𝜏. We conducted
experiments to study this relationship with both frame-based
ODMR measurement using an EMCCD camera and event-based
ODMR measurement using an event camera. Details on preci-
sion calculation are provided in the section “Calculation of sens-
ing precision and time” in Experimental Section. From the result
in Figure 3G, it is evident that precision improves with longer
sensing time for both methods. The trade-off for the frame-
based approach can be explained with the shot-noise model[32]

(𝜎 ∝ 1
𝜏0.5

e
), where 𝜏e is the total exposure time for one complete

ODMR measurement. Our experiment shows that it follows:
𝜎EMCCD = 0.028 1

(𝜏−𝜏o)0.48 , where 𝜏- 𝜏0 is the exposure time 𝜏e in

the short noise model, and 𝜏0 is the overhead for data readout
and transmission, so the result is closely aligned with the the-
oretical model. In our measurement, 𝜏0 = 1.12s (for readout of
70 frames), which is roughly consistent with the camera’s fastest
speed (67 fps).[30] The fitting curve for our event-based method
follows 𝜎event = 0.023 1

𝜏0.43
. We attribute this root-inverse property

to varying probabilities of event generation (see Section 4, Sup-
porting Information), rather than the shot-noise limitation ex-
perienced by the EMCCD, given that event camera pixels detect
photo-current rather than integrated photo-generated charges.[31]

A comparison of the results of our event-based and frame-
based methods clearly demonstrates that the event-based ap-
proach significantly reduces sensing time while maintaining a
comparable level of precision. As illustrated in Figure 3G, data
points derived from the event-based method fall to the left of
those obtained using the EMCCD-based frame approach. More-

over, the performance of lock-in camera-based works realizes ei-
ther high precision but long sensing time[15b] or a shorter sens-
ing time with significantly degraded precision,[15a] but in gen-
eral is not competitive with our results. Table 1 compares the key
performance metrics of the event-based and frame-based meth-
ods, demonstrating that our data reduces the sensing time of the
event-method by more than an order of magnitude (0.14 s vs.
1.82 s) while maintaining a similar sensing precision (0.034 MHz
vs. 0.031Mhz). This time-saving mainly comes from the negligi-
ble data readout, as only a few hundred kilobytes of event data
need to be transferred after the pre-processing near the sensor.
The data transfer overhead is estimated to be ≈1.7 ms based on
1.6 Gbps camera bandwidth,[31] compared to 1.12 s required for
the frame-based method using an EMCCD (consumed mainly
by the pixel-by-pixel analog-to-digital conversion (16bit) and read-
out).

The comparison also suggests that our approach has a much
higher spatial and temporal signal-to-background ratio (SBRs and
SBRt

[33]) than the conventional method (see Section 5 in Sup-
porting Information for the calculation of these values based
on raw events). The higher SBR values are attributable to the
unique working mode of the neuromorphic method, which only
responds to changed fluorescence. Since the light intensity from
background pixels away from the ROI does not change, only rare
events are produced by large noise. This helps to reduce data re-
dundancy and also makes it easier to distinguish the ROI from
the background area, which is highly desirable in nano-diamond
related applications.[9b] Finally, we note that the event camera can
work in a wider dynamic range[16a] and at a much lower cost than
the EMCCD camera used for comparison. The performance of
our method can, in principle, be further improved by adopting a
high-figure-of-merit neuromorphic vision sensor.[34]

2.4. Widefield Temperature Dynamics Measurement

To showcase the potential application in monitoring highly dy-
namic processes, we experimentally demonstrated widefield NV-
based quantum thermometry measurements. The NV-based
quantum thermometry relies on the thermally induced ODMR
spectrum shift, which has been recognized as an ultrasensitive
platform for various scientific and industrial applications.[4b,12b,35]

The linear temperature dependence of the resonance frequency
which originates from the thermal lattice expansion and tempera-
ture dependence of the electron–phonon interaction[35a,36] is used
for transferring resonance frequency into temperature changes
(details in “Dynamic temperature measurement” in Experimen-
tal Section).
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Figure 4. Widefield dynamic temperature measurements. A) Setup for dynamic temperature measurement. The main part of the system resembles that
shown in Figure S2A (Supporting Information), with an additional red laser serving as the heating source tuned by an electrically rotated linear polarizer.
B) Static measurement of temperature change versus red laser power for the central point of ROI. C) The spatiotemporal temperature response of the
sample measured with event-based method. D) Cosine temperature change in the central point of ROI measured with event-based (blue squares) and
frame-based (purple stars) ODMR. Only the event-based method tracks the true temperature change which can be fitted with the cosine square function.
E) Fourier transforms (FTs, magnitude) of the data in D. (the FT of frame-based results is scaled to 0-0.1 for a clear comparison). The FT of event-based
results is consistent with that of laser power tuned by the same rotated polarizer.

We began with a static measurement, where the power of the
laser used to heat up the sample (Figure 4A) was fixed at spe-
cific values, ensuring the system is settled in an equilibrium
state. The static temperature distribution was calculated from
the ODMR resonance frequency shift. Our experiment revealed
a linear relationship between measured temperature and heating
laser power, as shown in Figure 4B. The measurement precision

was below 0.5 K for all measurements (lower panel in Figure 4B),
and an almost uniform temperature distribution (upper panel in
Figure 4B) was observed due to the high thermal conductivity of
the bulk diamond sample.[37]

Based on the static measurement, we further demonstrated
the dynamic temperature monitoring, where the temperature is
controlled via an electrically-rotated linear polarizer that tunes

Adv. Sci. 2023, 2304355 © 2023 The Authors. Advanced Science published by Wiley-VCH GmbH2304355 (7 of 12)
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Table 2. Measured rotation speed and temperature change range under
different modulation speeds of the polarizer in comparison with the set
values.

𝜔set (rad/s) 𝜔meas. (rad/s) A0 (K)

0.207 0.206 5.56

0.414 0.415 4.61

0.724 0.728 3.34

the heating laser power (red in Figure 4A). By rotating the po-
larizer at a fixed speed 𝜔, the heating laser power irradiating the
sample surface will be tuned in a continuous cosine square pat-
tern (Figure S15A, Supporting Information), indicating a simi-
lar pattern in temperature dynamics, i.e., ΔT = A0 cos2(𝜔t + 𝜑)
+ c. With the event-based OMDR measurement, we achieved a
temporal resolution of 0.28 s, demonstrating an easy widefield
temperature tracking. The periodic temperature change within
the FOV is clearly observed in Figure 4C (see also Movie S2,
Supporting Information). The temperature change is consistent
with the heating laser power in terms of the cosine square fit-
ting (the center pixel is shown in Figure 4D while others in
Figure S15B, Supporting Information) and the Fourier transform
(FT) (Figure 4E). The fitting shows a bias from 0 K (reference zero
point measured with 0 mW red laser in the static measurement)
because of the accumulated heat during continuous laser tun-
ing, which requires more time to be released to reach the equi-
librium temperature. The extracted rotation speed from fitting
(i.e., 𝜔meas. = 0.728 rad s−1) is very close to the pre-set value 𝜔set =
0.724 rad s−1. Combining measurement from all pixels during
the widefield measurement confirms spatially uniform tempera-
ture dynamics. By contrast, the results measured with the frame-
based method using an EMCCD show aperiodic and smaller-
range temperature change (lower panel in Figure 4D) and also
irregular FT (Figure 4E), indicating a failure to track the temper-
ature change due to the much longer sensing time (with tem-
poral resolution of 1.82 s). The sensing temporal resolution of
our event-based method can be further improved to 0.14 s at an
expense of slightly reduced precision (Figure S15C, Supporting
Information).

Interestingly, we also discovered that the measured tempera-
ture amplitude using our method decreases with the increased
rotation speed of the polarizer (summarized in Table 2 and
Figure S16, Supporting Information). This phenomenon is
attributable to the long response time for the thermal dynamic
property of the gold particles, instead of under-sampling, which
has been verified by the transition measurement with tem-
perature switched by an acousto-optic modulator (AOM). The
periodic temperature switches are reproduced matching the
protocol shown in Figure S17 (Supporting Information). The
heating and cooling process of the first cycle is fitted with a first-
order exponential response function, from which we extract a
0.71 s rising and falling time. The first-order frequency response
based on this response time aligns well with the previously men-
tioned temperature amplitude measured under different rotation
speeds (Figure S18, Supporting Information), a phenomenon
that cannot be observed with the frame-based method using an
EMCCD.

3. Discussion

The essence of widefield quantum sensing is to detect changes in
the number of photons across space and time, presenting a com-
plex trade-off problem in both spatial and temporal domains. Our
event-based working process holds the smart pre-process capabil-
ity that detects sparse events adaptively in both space and time,
thus matching well with the requirement of quantum sensing.
Specifically, the neuromorphic pixels work independently and
asynchronously, enabling the immediate readout of detected flu-
orescence change without waiting for the other pixels, which al-
lows for an extremely high time resolution. Moreover, the event
data that constitute the time-varying fluorescence spectrum have
an adaptive time interval because events are generated only when
the light change surpasses a threshold. This efficient process re-
duces redundant data and overcomes the limitations of frame
rate in the frame-based approaches, enabling low-latency ODMR
measurements.

It should be emphasized that our method has significant po-
tential for further development in the future. In addition to its ap-
plication in dynamic temperature measurement, it can be read-
ily extended to magnetic field sensing, which has implications
for the manipulation of magnetic skyrmions,[4a,38] spin-assisted
super-resolution imaging,[39] and detection of neuron action
potential,[4b,8a] among other possibilities. Furthermore, neural
network algorithms[40] could be used to map the raw events back
to the original spectrum, as they preserve the derivative function
relationship, or directly infer the observables such as temperature
and magnetic field, potentially optimizing the precision further.
Integration of electronic synapse devices[27] could also enable in-
sensor or near-sensor algorithm execution,[26] paving the way for
the development of intelligent quantum sensors.

4. Conclusion

To summarize, we have demonstrated an event-based quantum
sensing method that achieves both low-latency and high-accuracy
ODMR measurement. A derivative Lorentzian spectrum can be
reconstructed from raw events that are transferred from contin-
uous fluorescence change through an event camera. By fitting
the equation, the resonance frequency is extracted with compa-
rable precision (0.034 MHz vs. 0.031 MHz) but in a much shorter
time (0.14 s vs. 1.82 s) than the results obtained from frame-based
ODMR using an EMCCD. The working principle also offers ad-
ditional benefits, such as adaptive sampling, higher SBR and a
wider dynamic range. Finally. our method is successfully demon-
strated in tracking widefield dynamic temperature change with a
0.28 s time resolution.

5. Experimental Section
Sample Preparation: The diamond sample was bought from Element

Six (UK) Ltd. (SC Plate CVD 3.0 × 3.0 × 0.25 mm <100> P2 145-500-0549),
which contains a uniform distribution of NV centers. The NV concentra-
tion of the sample was estimated to be 670 μm−3 using the home built
confocal setup, by comparing the count-rate to that of a single NV center.
On top of the sample, a thin layer of gold nanoparticles was fabricated
as follows: Gold nanoparticles were synthesized according to a published
process.[41] Briefly, mixed solutions of NaOH (5 ml, 0.1 M) and ultra-
pure water (45 ml) were prepared. Tetrakis(hydroxymethyl)phosphonium
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chloride (THPC, 67.2 μmol in 1 ml water) was added to the above mix
solutions. After 5 mins, HAuCl4 solution (2 ml of a 1% w/w solution in
water, 59 μmol) was added under vigorous stirring. The seeding gold col-
loid solution was obtained. Single-crystalline bulk diamonds were soni-
cated in acetone and isopropanol for 5 min each and dried with nitro-
gen. The diamonds were cleaned and chemically activated by freshly pre-
pared piranha solution (H2SO4/H2O2 = 7:3) at 90 °C for 1 h, rinsed
thoroughly with ultrapure water and ethanol, and dried with nitrogen.
1,2-bis(triethoxysilyl)ethane (10 ul, BTSE), tetraethoxysilicicic acid (20 ul,
TEOS) and 3-aminopropyltriethoxysilane (20 ul, APTES) were slowly added
dropwise to a mixture of ethanol (2850 μl), ultrapure water (150 μl) and hy-
drochloric acid (10 μl), and hydrolyzed for 2 h. After hydrolysis, the cleaned
diamonds were placed into the above hydrolysis solution and deposited
for 6 h. After the reaction, the diamonds were cleaned with ethanol and
dried with nitrogen. Mixed solutions of hydrochloric acid (10 μl) and ul-
trapure water (1 ml) were prepared. 1 ml seeding gold colloid solution
was added the above mix solutions. Diamond with surface amination was
placed into the above good colloid solution and deposited overnight. Af-
ter the reaction, the diamonds were cleaned with ultrapure water and dried
with nitrogen and obtained diamond with gold film. A layer of positively
charged silica was coated on the diamond surface to enable the adsorp-
tion of negatively charged gold nanoparticles based on their electrostatic
interaction (Figure S1, Supporting Information).[42]

Measurement Setup: Figure S2A (Supporting Information) shows the
setup it was used for performing ODMR. A 532 nm laser (MGL-III-532)
to excite the diamond sample (prepared using the procedures mentioned
above) was used. After being expanded by a widefield lens, and reflected by
a dichroic mirror (DM, cut-off wavelength 605 nm), the laser illuminated
the diamond sample through a microscope objective lens (OL, Olympus
UplanSApo, 40x/0.95NA) with a 18 um (FWHM) beam spot. The emitted
fluorescence was then collected by the same objective lens. Microwaves
(MW) were generated by a custom-built system shown in Figure S2C (Sup-
porting Information), where microwave signals from a RF signal gener-
ator (SynthNV PRO, with frequency f1 fixed at 2835 MHz) and an arbi-
trary waveform generator (AWG, Rigol DG5071, with frequency f2 swept
from 1 to 70 MHz) were mixed through a RF mixer (Mini-Circuits ZEM-
4300+) to yield the target frequency f1+f2. After further amplification using
a microwave amplifier (ZHL-16W-43-s+), the mixed signal was fed on dia-
mond through a waveguide for tuning the NVs’ spin states. The tuned flu-
orescence was first filtered by the Long-pass filter (LP, cut-off wavelength
650 nm), and then detected by an event camera (Prophesee, EVK1-Gen3.1
VGA) after passing through the tube lens (TL). For comparison, it was built
anther optical path in the same system for traditional quantum sensing
using EMCCD (Photometrics, Evolve 512 Delta), which could be switched
through a flip mirror (FM). Moreover, a series of pulses were generated
through a digital pulse generator (Quantum Composer, 8210) to synchro-
nize the MW frequency sweep and the cameras’ measurement.

Details of Simulation: In the simulation, the NV electron spin dynam-
ics by including stochastic projective measurements during the protocols
to take the continuous ODMR measurement process into account was
modeled. Specifically, a weak measurement rate ΓM to describe the mea-
surement speed such that the probability of no projective measurement
occurring within a short time interval Δt was e−ΓMΔt was used. Between
successive projective measurements, the dynamics of the NV electron
spins was driven by the NV Hamiltonian that includes the effect of mi-
crowave control. When a projective measurement occurred, it would pre-
pare the NV electron to the | ms = 0〉 spin state due to optical initialization
and emit a photon with a probability pphoton = |〈0|Ψ〉|2, where |Ψ〉 is the
state just before the projective measurement. The intensity signal I is pro-
portional to the counted number of photons.

The probability distribution of the time t2M between two successive
projective measurements was an exponential distribution. This allows
us to randomly generate t2M by using a random variate pM drawn from
the uniform distribution on the unit interval (0,1) with the relation pM =
1 − e−ΓMt2M . It was set ΓM = 1.5 MHz to match the experimental results.
To reduce the simulation overhead, that the evolution of each NV elec-
tron spin state |Ψ〉 between two successive projective measurements was
driven by a simplified two-level Hamiltonian H = ℏ

2
(Δ𝜎z + Ω𝜎x) was as-

sumed, where Ω was the Rabi frequency of microwave control and Δ was
the detuning between the microwave frequency and the energy splitting
𝜔NV of the NV ms = 0, −1 spin states. 𝜎z and 𝜎x are Pauli operators with
𝜎z = |0〉〈0| − | − 1〉〈 − 1|. In the simulation, it was considered 10 000 NV
centers where the values of 𝜔NV follow a normal distribution with mean
value μ = 2𝜋 × 2870 MHz and standard deviation 𝜎 = 2𝜋 × 5.5 MHz. The
aforementioned steps were repeated until the continuous ODMR mea-
surement time T was reached.

For the original ODMR, we varied the microwave frequency 𝜔MW/(2𝜋)
discretely from 2836 to 2905 MHz with a step size of 1 MHz. The measur-
ing time for each frequency is Tframe = 10 ms. These values were used in
the experiments. The light intensity corresponding to each frequency was
obtained by summing up the photons generated by all NV centers within
the time Tframe. The light intensity was normalized and displayed in the
upper panel of Figure 2A.

For the simulation of the event-based ODMR, the microwave frequency
𝜔MW/(2𝜋) in steps of 1 kHz every 1 μs from 2836 to 2905 MHz was
changed. According to the time resolution of the event camera, a dura-
tion Tevent = 10 μs was set. The light intensity I was defined as the sum of
photons emitted by all NV centers in the duration Tevent. It was then con-
sidered the light intensity difference between two adjacent durations ΔI =
Ilatter − Iformer, and compared it with a predefined threshold cth = 1. If ΔI
≥ cth (ΔI ≤ −cth). We then recorded an event 1 (−1). Since the microwave
frequency changes by 1 MHz every 100Tevent time, it was added up the
events generated in this frequency interval, then obtained the events num-
ber corresponding to the midpoint frequency of this interval, as shown in
the bottom panel of Figure 2A.

Frame-Based ODMR Measurement: The frame-based ODMR was per-
formed following the protocols shown in Figure S3 (Supporting Informa-
tion). The 532 nm laser was kept on throughout the measurement to
perform a continuous-wave (CW)-mode quantum sensing. The MW was
swept from f1-2836 to f70-2905 MHz with a discrete step of 1 MHz. The
time duration for one frequency step is tstep (different tstep from 26 to
260 ms were tried in the measurement) and the total time for a full sweep
cycle is T = tstep*70. During the stepped sweep, the absolute light intensity
was recorded by the EMCCD, yielding a series of frames. The frequency
sweep and EMCCD detection were synchronized by sequenced external
pulses with the same step time. The frequency-tuned light intensities were
fitted with the Lorentzian function after that the resonance frequency was
extracted. The precision of the sensing was evaluated by calculating the
standard deviation of resonance frequency from repeated measurements.
Here a binning size of 20 by 20 pixels was used for an improved preci-
sion, which means the light intensities stored in 20 by 20 pixels are first
summarized before being fitted.

Event-Based ODMR Measurement: The event-based ODMR was
performed following the protocols shown in Figure S4 (Supporting
Information). Again, the 532 nm laser was kept constant throughout the
measurement. Triggered with an external pulse, the MW frequency was
swept linearly from f1-2836 to f70-2905 MHz with a period T (T changes
from 3.5 to 140 ms). During frequency sweeping, the fluorescence
change was continuously detected by the event camera and a stream of
events was output. As discussed in the working principle in the main
text, a moving sum method to process those raw events was used and
reconstruct the derivative Lorentzian spectrum. Specifically, a window
covering 1 MHz MW frequency was used to slide across the full sweeping
range, during which all event values generated from this frequency range
were summed. The same binning size of 20 by 20 pixels was chosen
for processing the raw data as the one used in the frame-based ODMR.
Moreover, the measurement mentioned above was repeated for 10 loops
and the outputs were stacked to mitigate the influence of noise events.
Finally, the processed results were fitted with the derivative Lorentzian
function to extract the resonance frequency. The standard deviation of 10
fittings was calculated to describe the sensing precision.

Calculation of Sensing Precision and Time: In traditional quantum sens-
ing, the precision is usually defined as sensitivity: 𝜂B = 𝛿Bmin ∗

√
𝜏e =

𝜎f0
𝛾g

∗
√
𝜏e for magnetic field sensing or 𝜂T = 𝛿Tmin ∗

√
𝜏e =

𝜎f0
dD∕dT

√
𝜏e

for temperature measurement, where 𝜎f0 was the standard deviation of
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measured resonance frequency f0, 𝛾g is gyromagnetic ratio,[4a] dD/dT is
the thermal susceptibility of the Zero-Field-Splitting energy.[36a,38] Here
𝜏eis the exposure time and for traditional-camera-based quantum sensing,
𝜎f0 ∼ 1√

𝜏e
if the measurement was shot-noise limited.[28] The event cam-

era, however, only measures the change of photo-current rather than in-
tegrating photo-generated charges, so the concept of exposure time does
not apply (or is extremely short considering the pixels response can reach
μs level) for an event camera. To make a fair comparison, the precision
directly as the standard deviation of extracted f0 was defined, which can

be calculated as 𝜎f0 =

√∑Nrepeat
i=1

(f i
0−f̄ )

2

Nrepeat
, where f̄ is the mean of f0 measured

from different repeated sweeps and Nrepeat is the repeated measurements.
Additionally, for a fair sensing speed comparison, the total sensing time 𝜏

was used, i.e., the total measurement time consumed before getting the
resonance frequency, to represent imaging speed for all the three meth-
ods. In general, the shorter the time 𝜏, the higher the sensing speed. In
the event camera measurement, the total time 𝜏 = T*Nloop*2, where T is
the time consumed for one single direction sweeping, Nloop is the number
of looped sweeps for one measurement, and 2 means forward and back-
ward sweeping. For EMCCD, 𝜏 = 𝜏e+ 𝜏o, where 𝜏e is the total exposure
time for one complete ODMR sweep. Here, 𝜏o = 1.12s is the data read-
out and transfer time for the EMCCD was used, and it was this value that
limits the further reduction of sensing time cost.

For the works using lock-in cameras,[15] the sensing time and preci-
sion were transformed from the data provided in the paper. Specifically, for

reference 15a, they obtained a magnetic sensitivity of 𝜂B = 731nT∕
√

Hz
using 𝜏e = 4.8 ms averaging time per frame. According to the definition
of sensitivity mentioned above, the standard deviation of extracted f0, i.e.,

sensing precision is 𝜎f0 = 𝜂B ∗
𝛾g√
𝜏e

≈ 0.29 MHz. Next the sensing time is

estimated to be 𝜏e*Nin = 0.34s, where Nin, i.e., the number of frequency
steps swept for one ODMR, is assumed to be the same as the measure-
ment as no specific information is provided in the paper. For reference
15b, 𝜎f0 = 0.056 MHz with 10 repeated acquisitions can be extracted from
Figure 10 in the paper. They used a demodulation frame rate of 3500 fps
to acquire 500 frames per ODMR measurement, so that the sensing time
could be calculated as: 1/3500*500*10 = 1.43 s.

Dynamic Temperature Measurement: Another red laser (MDL-III-637)
was added to the initial ODMR system for controlling the temperature
of the sample (Figure 4A). As illustrated in the fabrication process, the
sample was covered with gold nano-particles which absorb laser power
and can be used for local heating of the diamond sample. Due to the
high thermal conductivity of the bulk diamond sample, the local heat will
transmit across the sample to reach a thermal equilibrium. Hence, the
diamond sample temperature can be controlled by modulating the red
laser power. The red laser power was modulated by rotating a linear polar-
izer (LPNIRE100-B) mounted on a motorized rotation stage. For incident
power I0 entering the polarizer, the output power is I0 cos2(𝜃), where 𝜃 is
the angle between the polarization axis of incident laser and polarizer.

For static measurement, the red laser was set to different power lev-
els (from 0 to the maximum of 240 mW) by rotating the polarizer to dif-
ferent angles. The resonance frequencies f0 of different pixels (covering
≈60*60 pixels, i.e., 16*16 μm2 of the ROI) were extracted and transferred
to a temperature difference using ΔT = (f p

0 − f 0
0 )∕( dD

dT
), where f p

0 and f 0
0

are resonance frequencies measured when the red laser power is p and
0 mW (taken as the reference zero temperature which is also used in the
dynamic measurement), respectively. And the thermal susceptibility of the
Zero-Field-Splitting energy dD

dT
= 74kHz/°C is extracted from the calibra-

tion measurement (Figure S13, Supporting Information) and then used to
calculate the temperature change. The measurement was repeated for 10
times, from which the temperature precision was calculated. For dynamic
temperature measurement, the red laser power was continuously changed
by rotating the polarizer with the speed 𝜔 pre-determined by a Python pro-
gram. During measurement, fixed period P of 14 and 7 ms were tried to
sweep the MW frequency and events of 10 looped sweeps were stacked to
extract the resonance frequency. It took 0.28 s/0.14 s (considering forward

and backward sweeps) to obtain one temperature distribution. The tem-
poral change of temperature was fitted with function ΔT = A0 cos2(𝜔t +
𝜑) + c, from which the polarizer’s rotation speed 𝜔 and the temperature
change range A0 was extracted.

Statistical Analysis: In this work, the standard deviation of fitted res-
onance frequencies/temperatures from 10 repeated measurements was
calculated to represent the error range of experimental results.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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