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Abstract

A novel distributed feedback optimisation (FO) based control method is proposed to
control grid-forming inverters (GFMIs) in fully inverter-based islanded AC microgrids
(MGs). The proposed controller has two control layers. The upper layer uses FO to calculate
the frequency and voltage setpoints of GFMIs, whereas the lower layer makes GFMIs track
these setpoints. The proposed control method takes advantage of the flexibility of voltage
control to regulate the system frequency, maintain both active power and reactive power
sharing accuracies, keep bus voltage within allowable range and meanwhile preserves the
optimality of the closed-loop system in term of optimal power flow. The gradient descent
method is used to solve the proposed FO problem based on the real-time measurements in
the MGs, which is implemented in a distributed way, and thus eliminates the need for a
central controller. Case studies show the effectiveness of the proposed method.
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1 | INTRODUCTION

Microgrids (MGs) have been gaining more attention recently.
They are localised medium to low voltage power networks and
consist of distributed energy resources (DERs) and loads [1, 2].
They can operate in either a grid-connected mode or islanded
mode. Operating an islanded MG is challenging since the
associated DERs usually interfere with the MGs via inverters,
such as microturbines (MTs) and renewable energy sources
(RESs) [2-7]. This results in a fully inverter-based AC MG
where the frequency may be no longer related to active power
balance due to the absence of traditional synchronous genera-
tors [8]. As a result, grid-forming inverters (GFMIs) are
required to establish frequency and voltage in these MGs.
Usually, inverters powered by dispatchable energy resources, for
example MTs, operate as GFMIs. In contrast, those powered by
non-dispatchable energy resources, for example, RESs, work as
grid-following inverters (GFLIs), that is, they are controlled to
follow the maximum power point tracking (MPPT) profiles to
inject the maximum amount of active power to the MGs.

Y. Cheng et al., https://doi.org/10.1049/stg2.12132.
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Hierarchical control is a usual practice currently adopted in
the literature in GFMI control. It consists of three layers, that
is, primary, secondary and tertiary control, which operate in
different time scales [9-14]. Primary control is the fastest layer
aiming to share active and reactive power among GFMIs ac-
cording to a predefined ratio by controlling GFMI output
voltage and frequency. Droop control, for example, P —f
droop and Q — V' droop, is the most popular primary control
method used in GFMIs. Although droop control is easy to
implement and P —f droop control shares active power
accurately, Q — V' droop control may not achieve accurate
reactive power sharing due to the output impedance mismatch
[5, 6, 15, 16]. Moreover, P — f and Q — V' droop control do
not consider the coupling effect of voltage magnitude and
phase angle to active and reactive power in MGs where the R
to X ratio of distribution lines is large and usually close to one.

Primary control results in frequency and voltage deviations;
thus, secondary frequency and voltage control are needed to
eliminate these deviations by controlling the frequency and
Different centralised and distributed

voltage setpoints.
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secondary control methods have been proposed in the litera-
ture (see Refs. [6, 11-17] for examples). Although these
methods can restore frequency and voltage to their setpoints,
they usually deteriorate the reactive power sharing accuracy as
they drive inverter output voltage magnitudes to the same value
when restoring bus voltages [6, 16]. One study which explores
the possibility of controlling GFMIs' output voltage magni-
tudes to different values for a more accurate reactive power
sharing among GFMIs is given in [15].

Tertiary control is the slowest control layer aiming at
optimising MGs operation. Different optimising targets can
be chosen, such as power generation cost and power loss [9—
14]. The optimal power flow (OPF) solution is passed to the
secondary control layer as reference values. As RES active
power output fluctuates, the solution of OPF is expected to
change quickly. Nevertheless, the current hierarchical control
paradigm implements the optimisation process in the slowest
tertiary layer, with the fastest primary control layer focusing
on power sharing. Different from conventional synchronous
generators, inverters are power electronic devices and can be
actuated on a faster time scale [8]. Their fast actuation
property allows them to track the command from controllers
quickly. If optimal control actions can be provided more
quickly, then the MG can tightly track its optimal operating
point. The current control strategy may not suit the MG to
track the fast-changing optimal operating point. A new
control method is needed to make use of the fast actuation
property of inverters to drive the MG to its optimal operating
point more quickly.

A new control strategy, feedback optimisation (FO), has
recently been proposed to solve power system control issues.
By measuring the system output, the input is adaptively
adjusted to drive the plant to track the optimal operating
point of a prescribed optimisation problem [18-27]. As the
control input is computed based on the measurement rather
than simulating the real system, FO is robust to model
mismatch [22, 26]. FO has been applied in vatrious areas of
power system engineering, such as the frequency control in
transmission systems [22], the voltage stress minimisation
problem [23] and the voltage regulation problem in distri-
bution systems [20, 27].

This paper proposes a distributed FO-based control
method in fully inverter-based islanded AC MGs with inverter
interfaced RERs. For GFMIs powered by dispatchable energy
resources, a two layer hierarchical control is proposed: the
upper level control layer utilises the proposed FO-based
control method to calculate the GFMIs' output frequency
setpoint and output voltage setpoint control, while the lower
level controller uses these calculated setpoint to control their
output frequency and switching voltage. The proposed
controller formulates the control problem as an OPF problem,
that is, to minimise GFMIs output frequency deviation and
provide other control tasks. For example, critical bus voltage
magnitude deviation and active power generation cost can also
be minimised, while keeping the output within certain limits,
such as bus voltage magnitude limits. With the formulated
OPF problem, FO computes the optimal output frequency and

voltage setpoint with the gradient descent method in a
distributed way. For GFLIs powered by RESs, phase lock loops
(PLLs) are used to control their output frequency and lower
level control is used to control their power output to follow the
MPPT profiles.

The advantage of the proposed controller is that it is
implemented in a distributed way, while existing FO schemes
in power system engineering appear to require a central
controller [22, 26, 27]. Moreover, it does not require an ac-
curate MG model, that is, it is robust to model mismatch due
to the feedback nature in FO [22, 26]. The contributions of the
proposed control method are:

1) It implements an optimisation process via FO in a faster
time scale than the existing hierarchical control paradigm.
GFMIs can be actuated in real-time with control actions
formulated by various OPF targets, for example, active
power generation cost minimisation, rather than power
sharing control actions computed by existing primary and
secondary control methods. The proposed method includes
optimisation in real-time feedback control. In contrast, the
existing method only drives the GFMIs to follow the pre-
defined power sharing ratio, that is, the reference computed
by the tertiary control layer, in the feedback control. MG
can track its optimal operating point in the proposed
method more quickly.

2) It achieves a more accurate reactive power sharing under
the same control target compared to the existing control
methods. It formulates the output voltage magnitude limits
as constraints in FO rather than driving them to the same
value in the existing methods, resulting in a more accurate
reactive power sharing.

The paper is structured as follows. Section II introduces
the model of the MG to be studied. Section III discusses the
inverter lower level control. Section IV explains the proposed
FO-based controller. Section V presents case studies on min-
imising active power generation costs, power sharing error and
critical bus voltage magnitude deviation. The concluding re-
marks are given in Section VL.

2 | MODEL DESCRIPTION

We consider a MG with 7 inverters, 72 distribution lines, /
buses, b loads. Let N ={l,...,n}, M={1,...,m},
L={1,...,1}, H={1,...,h} be the corresponding index
sets. We classify inverters into 7; GFMIs and 7, GFLIs with
index sets as Ny CN and N, CN, respectively. In the
following context, given an index set X, xx denotes a vector
consisting of x; € R™ for all i € X, where n,, is the dimension
of x;. For example, let X = {2,4}, then xy = [sz,xﬂT

The MG is assumed to be three-phase balanced. The
power-invariant Park transformation is applied to transform
three-phase balanced signals into direct and quadrature (d — g)
axes components. We assume the state equations of each
inverter are represented on its local reference frame,

95LB01 T SUOLULLOD dAIIE1D) 3[cfedtdde U Ag peusenob e Spile VO ‘85N JO 3N o} Akeiqi8UlIUO A8|IM LD (SUONIPUOD-PUE-SWLBIAL0D" A | IM Ale.d1/BU [UO//STIY) SUONIPUOD PUe SIS 1 U1 89S *[20z/T0/TE] Uo Areigiauliuo As(1m ‘Buoy BuoH Jo AisieAlun Aq ZeTzZT Z0is/6v0T 0T/10p/Loo A8 im Ake.q ul|uo yoJessaie //:Sany Woij pepeo|umod ‘9 ‘€202 ‘L¥62STSZ



574 |

CHENG ET AL.

(dg);,i € N, rotating at its frequency, ®;. The dynamics of
distribution lines, buses and loads are represented by the
common reference frame (D — Q) rotating at a common fre-
quency, @,, which is the average frequency of all inverters. In
the following discussion, the bolded upper case variables refer
to the variables under the common reference frame, that is,
X; = (XiD, X}Q)T. The bolded lowercase variables refer to the
variables under inverter { own reference frame, that is,
X;= (xl-d,xiq)T. The transformation between the common
reference frame and the local reference frame is given by the
following equation [28]:

X,-zY}X,-,X,-:Tl-_lX,- (1)

. cos §; —sin 0; .
with .= . '), 6 = w; — w.. Moreover, the
sind;  cos 0;

magnitude of X;, that is, || Xj||, and that of X;, that is, || X;||, are
defined as follows:

1XG]| = \/ Xip + X |%il| = /2, + %2, (2)

Note that the magnitude of the variable remains unchanged in
the transformation of the reference frame, that is,
| X:]| = || x|, since 7; is a unit norm matrix.

2.1 | Inverter model

The inverter model in Ref. [28] is adopted, and the DC-side
dynamics are neglected for simplicity. The configuration of
the inverter is shown in Figure 1. Below are the equations of
the inverter i, i € N:

is, = Lfil (—Rpis, + Vs, — Vo,) + wiKis, (3)
Vo, = C;'(is, = io,) + wiK Vo, (4)
1:0» = Lc_,1 (_Rcljoi + Vo, — Vbus,») + w;Ki,, (5)

i

0
-1

tance, inductance, and capacitance, respectively; R, L, are the

where K = [ (1)] s Ry, Ly, Cy are the output filter's resis-

output connector resistance and inductance, tespectively; Vbus;s
jE€ L, is the bus voltage; Vo, is the output voltage which is
defined as the voltage across Cﬁ; Vs, and @; are the switching
voltage and local frequency, respectively, and their control
strategies will be explained in later sections.

is; io;
M ST S
[Inverter; s, Ry, Ly sz‘ _|_ Vo, R, Ly Vbus,

FIGURE 1 Configuration of an inverter and its output connector.

The instantaneous active power output, p;, reactive power
output, ¢;, are defined as follows:

Pi = Vodlod + Voglog: §i = Voiglod ~ Voidloiq: (6)

To extract fundamental components of active power, P;, and
those of reactive power, Q;, lower-pass filters are applied to p;
and ¢; as follows:

Dy = —wpP; + wpipi, Q = w5 Q; + wyig;. ™)

whete @y; is the cut-off frequency of low-pass filters.
Vs, is the input signal to be designed by the lower level
control.

2.2 | Distribution line model

The distribution line model in [29] is adopted. Particularly, a
distribution line 7, i € M, connecting bus j and k with j, k € L
is modelled as an RCL circuit with series tresistance Ry,
inductance Ly, and shunt capacitance Cpj,e.. The shunt
capacitance denotes the capacitance between the bus and the
ground. However, we will put this in the bus model. Thus, the
dynamics of the line current Iyipe, is:

T —1
Iline,» = Llinei (_Rline,[]ine,» + Vbus,» - Vbusk) + chIIine,-

(8)

where Vpug, and Vpys, ate the bus voltages at bus j and k,
respectively.

2.3 | Load model

For simplicity, we only consider RL loads with series resistance
Rjpuq; and inductance Ly, for any i € H. The dynamics of
load currents Ijgaq, are as follows:

I1oad, = Lipyg (—Rivad I 10ad, + Vbus;) + ©KIioaa, (9)

where Vs, ] € L, is the bus voltage.

2.4 | Bus model

In this paper, we assume that for each bus, its bus voltage,
Vius;» ¢ € L, is dynamic and defined by the voltage on a shunt
capacitor between the bus and the ground. The voltage is given
by the following equation:

Vbus,- = C_b

S

Iin,- + oK Vbus,- (10)

1
unt;
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where Cgy,p,. is the capacitance of the shunt capacitor; Ijg, is
the current flowing into Cg,,,,. For buses without capacitor
banks (CBs), Cpypy, is the equivalent shunt capacitance of the
distribution lines they connected. For buses with CBs, Cg,y,,, is
used to represent the capacitance of CBs for simplicity, as the
capacitance of CBs is much larger than for distribution lines.

3 | INVERTER LOWER LEVEL
CONTROLLER DESIGN

This section discusses the lower level control algorithm of
GIFMIs and GFLIs. For GFMIs, this section explains the
primary frequency droop control of @yr,, and the cascaded PI
control algorithm of vs,. to drive v, to its setpoint v, ,. .
For GFLIs, the cascaded PI control algorithm of vy, L to make
their active and reactive power output follow the MPPT profile
and the frequency control algorithm are discussed.

3.1 | GFMI lower level control
For the primary frequency control of GFMI i, i € Ny, we
adopt the P — f droop control as follows [6, 16]:

a)i:wf — mp,P; (11)

where mp, is the droop gain; w; is the output frequency; o} is
the frequency setpoint in the droop control, and it is calculated
by the proposed FO-based controller, which will be explained
in the later section.

To drive v, to v, given by the proposed FO-based
controller, the following cascaded PI control is used to con-
trol v, [0, 28]:

Zy, = Vo = Vo, (12)

o

iy =kp, (VZ - Voi) + klw.zvo, — Wnom CK Vo, + Fio,
(13)

z; =1, —1Ig,;
.s -:l .1 14

Vs, = kPlsl' (1':_ - 1'51.> + k[tleiSi - wnomLfiKis; (15)

whete @0, is the nominal frequency, for example, 50 x 2w
rad/s or 60 x 27 rad/s; kp, and kpis_ are the proportional
gains; k[yo_ and k[is. are the inéegral gairlls; Zy, and z;, are the
states of the PI controllers.

3.2 | GFLI lower level control

Unlike GFMIs, GFLIs synchronize with the MG via PLLs. A
PLL usually consists of a phase detector, a loop filter and
a voltage-controlled oscillator. Various PLLs have been

proposed, and one of the most popular used PLL is the
conventional synchronous reference frame. For more details of
PLL, please refer to [30—-32]. With PLL, GFMIs synchronize
their output frequency to the MG.

For GFLI i, i € N5, its instantaneous active power set-
point, p7, is set to follow the MPPT profiles, and its instan-
taneous reactive power setpoint, ¢;, is set to zero, that is, it
works in unity power factor. At a given v, the corresponding
i, setpoint, 1'*(‘)1_, required to drive p; and ¢; to their setpoints
can be directly derived from (6) as follows:

" PiVod + 9 Vog o PiVoq™ 4 Vod
loid = 102 m ,UZ 1 Loiq = vz T (Uz . (16)
o;d 0iq o;d 0iq

To drive iy, to io,, the following lower level control is used
to calculated v :

Z, =iy, — Io, (17)
v, =k, (15, = i0,) + k1,2, = OponLKio.  (15)

The v, is then substitute into (12) and (13) to control v,.

33 |

Compact system model

The MG plant in Equations (1)—(10) together with the lower
level controller in Equations (11)—(18) can be organised as the
following compact form:

x=f(x,u,w) (19a)

y = b, ) (190)
_ T T T T T T T T T
where x = |:5 ,PN7 Q/\/'7 15,,4 Vo_/ 710,,‘7 I[iney/ﬂ Vbus_/’Ilozd;/’

T T
T T,T . : o %! w0l .

zlw2 Zvo(?vles.,\/r:| is the state variable; # = {w e VQ,.J is the
control variable of GFMIs to be designed by upper layer

T
controller; w = [pj‘\;z,qj‘\;z} is the disturbance wvariable of

T
GFLIs; y = [a)}\—/l ,P;\r/l , Q}\—[I, I Vb,,SJHT} is the output var-

iable considered in this paper. Figure 2 shows the overview of
the control algorithm in this paper.

v v

Proposed FO 2 GFMI Lower |
ropose ower
Controller ;}_’ Level Control U:|_|_)
Yo, 4 MG Plant [

* wN
PA,— w | GFLI Lower ;'_I—)
ay, } Level Control

’USNZ
P w,

FIGURE 2 Opverview of control algorithm.
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4 | PROPOSED FO-BASED min (y) (21a)
CONTROLLER subject to f(x,u, ) =0 (21b)

y = hix, u,w) (21¢)

FO is an optimisation algorithm to continuously drive the plant
to its optimal state based on the real-time output measurement. It
is robust to model mismatch and only requites an approximated
sensitivity of output to input, as the approximation error can be
compensated by the feedback nature [22, 26]. FO has previously
applied in frequency control in transmission systems [22], the
voltage stress minimisation problem [23] and the voltage regu-
lation problem in distribution systems [26, 27]. In this paper, we
use FO to control fully inverter-based islanded MGs.

This section explains the distributed control algorithm of

the control input # = [a)/*\;, Vo*,T]] T in the proposed FO-based

controller. We assume there exists a connected communication
network among GFMIs and selected devices to allow the real-
time measurement of output y to be sent to GFMIs. The
computed # is passed to GFMI lower level control as shown in
Figure 2. For the ease of illustration, we restrict the aim of OPF
problem to some common control targets in the following
discussion although other aims can be formulated in a similar
way. We formulate the design problem as an optimisation
problem as follows:

min g(y) (202)

subject to f(x,u,w) =0 (20b)
Y :b(xﬂ u,w) (ZOC)
y<y<y (20d)

where g(y) is the objective function defined as follows

where ®@(y) is the new objective function defined as follows:

) =rgly) + i'g(maX(min(yi —Y; 0) i —%))2
(21d)

where 7, is the number of outputs y; #; is the penalty
parameter of the violation of output y;; ¥ is the weighting of
the original objective function.

Based on Equation (21), the unconstrained control input
Uyncon 1s computed first using the gradient descent method and
then projected into the feasible set U as follows:

Uuncon [k] = ”[k - 1] - €H(T V(D(y)|y[k—l] (223)
ulke] = TT{#unconl Rl } (22b)

u

whete Hj is an estimated constant sensitivity matrix from y to
u; y|k] is the real-time measurements of y and y[k — 1] is the
measurement of y at previous step; V@(y)|y[k_l] is the
gradient of ®(y) evaluated at y[k — 1]; U is the feasible region
of # to ensure [|Vp, || is within its limits; [[o{-} is an
Euclidean projection operator to make sure that # is within its
feasible set U; € is the step size in the gradient descent
method. Note that the gradient is computed by y[k — 1]
rather than y[k] as we assume there are time delays of
communication among GFMIs.

In the following subsections, the formulation of g, (a) Nl)
to regulate frequency and the detivation procedure of Hy in

8) =718 (wn,) + 7282 (Pn,) + 73820 (Prv,) + 7480 (Qur,) + 758V pus (| Virus., ) (20e)

where g, (0) Nl) is a penalty term on the frequency devia-
tion and its formulation will be explained later; gp (P N1) is the
active power generation cost of GIFMlIs; gpy, (P N1) and
ngb(Q N1) are the penalty terms on the active and reactive
power sharing errors among GFMIs which is usually consid-
ered as the control target in the primary and secondary control
layer in literature [9, 10]; gv,..(Il Vbus||) is the penalty term on
the bus voltage deviations; y;, = 1,2, ..., 5 is the weighting of
different components; U is the feasible region of #;y and y are
the lower and upper bound of y, respectively. In this paper, we
consider the limits of active and reactive power outputs of
GIFMIs and bus voltage magnitudes.

In the proposed controller, the constraints on y are
formulated as the soft constraints, that is, they are formulated
as penalty terms in the objective function. The optimisation
problem in Equation (20) is converted into a new form as
follows:

(22a) via the linearisation of the simplified MG model are
demonstrated.

4.1 | Frequency regulation

This section explains the formulation of g, (a) N1)' We assume
there exists a connected communication network among
GFMIs and denote their network topology as a simple undi-
rected graph G(V, £), where V denotes the set of nodes, that is,
GFMIs, and £ denotes the set of edges, that is, the communi-
cation links between GFMIs. Note that G is a subset of the
whole communication network in the MG, that is, GFMIs may
receive information from other components to take control
actions, for example, they may receive information about critical
bus voltage to regulate them.
The function g, (0) Nl) is given as follows:
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8w (a)/\/l) = a(wleader - wnom)z + ﬂ Z (wi - wj)Z (23)
(ij)e€

where @}, is the output frequency of the leader GFMI, note
that there is only one leader GFMI in the MG; & is the gain to
drive Wje,ger tO Wyom; B s the gain to ensure every GFMIs having
the same output frequency. The idea in Equation (23) is to adopta
leader-follower control paradigm, that is, control the output
frequency of the leader GFMI to @y, and then synchronise
other GFMIs' with the leader GFMI's output frequency.

P — f droop control is used here to allow GFMIs to share
active power change according to droop gain while remaining
synchronised between the control input # update intervals.
Note that the proposed FO controller does not intend to
control the GFMIs to share active power changes according to
the droop gains. Instead, it aims to control their active power
to the optimal operation point, which is expected to vary as
RES active power output fluctuates. When a change occurs
after u[k] is applied, the GFMIs will share the active power
change based on Equation (11). When computing %[k + 1],
the FO controller will restore the frequency and optimise ®(y)
without considering the droop gains in Equation (11).

Remark 1. To understand (23), we will first discuss the sec-
ondary frequency control algorithm used in the literature. The
existing secondary frequency control methods usually dtive @™
of every GFMIs to the same value for active power sharing [6].
Assuming there are 7y GEMIs using the following generalised
P — f droop control [15]:

w=w" - mP(P - Pset) (24)

where Py, is the active power setpoint. The droop control used
in (11) is a special case of the generalised P - f/ droop control in
(24) with Pg; equals to zero. When they synchronise with each
other, their @ satisfies the following:

[ :wT_mPl(P1 _Pset1):w2 :w; _sz(PZ _Psezz) == Wy

For accurate active power sharing with respect to P, we need
mPl(pl _Psetl) = mPZ(PZ _Psezz) == mp, pm _Psez,,1 .
Substituting this condition in Equation (25), we have "the
following:

| =y +mp,(Py — Py,) = 05 = @, + mp,(P> — Pey,)
= eee — a):;

(26)

where W] =5 =+ =w;, . It can be seen that having the
same " is a necessary condition for accurate active power
sharing. To restore @ t0 Wym, @* is controlled to the same
value @* with the following condition:

| = a\)* - mP1(P1 _Pset1) =Wy = a\)* - mPZ(PZ _Psetz)
—— eee :a)n1 :wnom.
(27)

In the proposed controller, we drive the leader GFMI output
frequency to @uom and synchronize the other GFMIs' output
frequency to the same value as the leader GFMIL ®* in
Equation (11) does not converge to a same value. Instead, the
following condition is achieved:

E3 *
w1 = Wy —WZPIP1:w2:a)2—mp2P2:"' (28)

= a)nl = Wnom-

To understand Equation (28) from the aspect in current liter-
ature, we can rewtite it as follows:

o* — w!
W =o —mPl(P1+ —~ 1)
P
R 0* — Wi 29
:wzzw*_m[,“(])z_i_ - 2) ( )
P>
= = Wy, = Wyom-

Comparing Equation (29) with Equation (27), it can be seen that

.
the term —2 =2
mp

can be interpreted as Py, term in the genet-

alised droop control. In steady state condition, the frequency
control method in the proposed FO-based controller is an
analogy to the existing primary and secondary frequency control
method with the active powet setpoint, B, being optimised to
drive the active power of GEMIs to different values regardless
of the active power sharing ratio defined by the droop gains. The
solution to the OPF problem varies as the RESs fluctuate. The
predefined active power sharing ratio in droop control among
GFMIs generally does not match the optimal solution.

Remark 2. Since Q — V' droop control may lead to inaccurate
reactive power sharing as discussed in the introduction, it is not
used in the proposed method. If reactive power sharing is needed,
we can include the reactive power sharing error term gqg, (Q W, ) in
g(y) in Equation (20) by assigning a positive value for y,.

4.2 | H, derivation

There are various methods of calculating the sensitivity matrix
H from input to output of the system model in (19). In Ref.
[27], the sensitivity leatrning approach is applied to update H in
real-time. This paper adopts the approach in Ref. [20], that is,
approximate 1 by a particular constant matrix /4 detived at a
particular operating point. Due to the feedback nature of FO,
the error between H and H) can be compensated [26]. In this
papet, we evaluate the expression of H first. Then, we set some
of the elements in the evaluated H to zero to allow the algo-
rithm to be implemented in a distributed way and finally
substitute the initial steady state operating point to the
expression to obtain the constant approximated sensitivity
matrix Hj.
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The detivation of the sensitivity matrix F will first be ‘ P,0,I% Hw
demonstrated.
. . Busy Bus, '
In the following context, the notation Vi f(x) denotes the |:LG FMI, M— | GFLL, | |
acobian matrix of f(x) with respect to X. We linearise (19) as " [Load (SRSt THToads] |
; )i g 195 gy B | o HEma]
ollows: Y i
GFMIy CFMI
Ax = AAx + BAu + CAw (302) 7 Buss e
P, Q, | Vins s ':
Ay = DAx + EAu + FAw (30b) “a  Bus Bus, D@ Wulhw
GFMI, GFMI,
where A = V,f (x, u, @), B=V,f(x,u,w), C = Vyuf (x,u,w), ’ Load, Dblas| o1
P slls ' _ase L '
D=V h(x,u,w), E=Vh(x,u,w), F = Vyu,b(x,u,w). Wil @8, Ly lroady|
To evaluate the sensitivity of y to # at steady state condition, ,—G@f --------- Vs "B Herin |/
. L . s Bus, - us
we set Ax to zero. Then, substituting from (30a) Ax into (30b) we s Critical Bus .+
e P, Q, Vil

have Ay = (=DA™'B + E)Au + (~DA™'C + F)Aw, where
—DA™'B + E is the expression of the estimated sensitivity ma-
trix, . The b;; element in i towand j column in H represents
the sensitivity of i element in output ¥, ¥;, to jtb element in
control input #, #;.

To get an expression of the sensitivity matrix that allows
the algorithm to be implemented in a distributed way, the 171-]- in
H is set to zero if the corresponding GFMI of #; cannot get
the real-time measurements needed to compute the real-time
i element in V®(y). For example, let the first element of
V®(y) be y; and its second element be y»; if GFMI of #; can
only get real-time measurements of y,, then byy is set to zero
while b,y is kept in H.

The final evaluated H is a function of x and varies as the
MG's operating point vaties. To implement Equation (22a) in a
distributed way, we evaluate [ at a chosen steady state opet-
ation point, for example, the optimal operating point of the
MG under particular power injections from GFLIs, and
distribute the evaluated H as H, to every GFMIs in the MG.

The evaluated H is constructed based on MG's parameters
and communication network. The parameters are used to
compute the full sensitivity matrix, and the communication
network structure determines the sparsity of the full sensitivity
matrix to obtain the final H. Generally speaking, more
communication links among GFMIs usually imply a faster
convergence rate of the proposed method. Note that Equa-
tions (19) and (22) form a closed-loop system. Further research
will be done to examine the convergence of the closed-loop
system.

5 | CASE STUDIES

An 8-bus MG test system is used to test the proposed method.
Its diagram is shown in Figure 3. We assume the critical bus 3
can send its voltage magnitudes to its neighbouring GFMIs for
critical bus voltage regulation purpose. Eight identical CBs
having a capacitance Cy,,, =3 x 107*F are installed in 8
buses. The MPPT profiles of GFLI; and GFLI, are shown in
Figure 4. Built-in PLL in MATLAB/Simulink is applied at bus
3 and 6 to measure the frequency for GFLIs.

We assume the active power outputs of GFLIs remain con-
stant before t = 100s. Then, it fluctuates between 100 and 1200s.

FIGURE 3 The 8-bus MG test system. The red dotted arrows refer to
the communication links.

4

32 x10
—GFEIS}»

o~ _GFEL
g’ | s
§ 2.8
=]
22.6 =
'E ~ /
<4 - S

22

100 300 500 700 900 1100 1300

Time (s)

FIGURE 4 MPPT of grid-following inverters (GFLIs).

We follow the procedure in the previous section to calculate
the exptession of H with a simplified system model to be
explained in details below. We multiply the true resistance and
reactance of loads with a constant ranging from 0.9 to 1.1 in the
simplified system model to model the error in parameter esti-
mation in practice. The simplified system model is as follows:

&=f (% u,) (31a)

where X = [PT ,QI/,iT 1] Il v

o, T liney’ " load 7 "busy

T is the dy-
namic vatiable considered; w = v, " is the disturbance variable

of GFLIs; f can be derived from the dynamic equations of X in
Equations (5), (7)—(10) and we replace vy, by v, Y (we assume
the lower level control can tightly regulate Vo, to Vo, ") and @
by ®,om (We ignore primary frequency droop and assume the
output frequency of all inverters are fixed to @pgy,. The local
reference frame of each inverter is thus the same as the common
reference frame. The variables in the dynamic equations are
interchangeable between the local reference frame and the
common reference frame while formulating Equation (31a)
with variable X, # and @). Note that the system (31a) is con-
structed by part of the dynamics in the MG while Equa-
tion (19a) is constructed by all dynamics in the MG.
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y can be represented by X, # and @. By Equation (11), @,y
is a function of Py, € X anc% Wi, € u. Py, Qp, and || Vius, |
are obviously functions of X. Therefore, y can be written as a
function of X, # and w as follows:

y=h(%, u, @) (31b)

T T
:[w:/l\—/lvp 17QN1’HVI)USJHT T

The simplification is based on including the variable of # in
cither Hquations (31a) or (31b), that is, include v, * in
Equation (31a) via the dynamic equation of i, and a)j‘v—l in
Equation (31b) via the primary frequency droop in Equa-
tion (11). The idea is to connect # with y either by Equations
(31a) or (31b) and reduce the number of state variables
involved. Although considering all state variables (all equations
from (1) to (18)) may increase the accuracy of the estimation of
H, it is shown that a rough estimation of H, is enough for FO
to perform well [26]. In practice, there are errors in parameter
estimation in MG and the true /' may never be known. Thus
we adopt a simplified approach here.

The next step is to compute the operating point to substitute
into H. To compute the steady state operating point, we assume
the output frequency of all inverters are equal to @y,,,. We define

-~ T .
y = [PJT\A ) Q/T\fla Vs, ||T] as a subset of ¥ to denote the vati-

-
able of outputs other than wy,; X = [xT VT } as the decision

vatiable; b as a function from % to y, that is, y = b( ); ]} as a

dynamic equations of x, that is, X= f ), which can be derived
from Equations (5), (7)—(10) with X by replacing ® with @y,
The variables in the equations are interchangeable between the

local reference frame and the common reference frame while

formulating ]Ar with variable X. We solve the following optimisa-
tion problem to compute the operating point:

min g(y) (32a)
subject to ]}( )= (32b)
5 =h(z) (32¢)
y<I<y (32d)
7,(X) <0 (32e)

P3 :PMPPTg(t) (32f)
Q=0 (32g)

P() = PMPPTG(t) (321’1)

Q=0 (321

where g(9) is derived from g(y) in Equation (20e) by
eliminating the term y;g, (a) J\/1); Equation (32b) is the equality
constraint to ensure that X is solved at the equilibrium;
Equation (32¢) is the mapping from steady state X to J;
Equation (32d) denotes the constraints on y with ¥ and y being

the lower and upper limits, respectively; Equation (32¢) is the
constraints to ensure Vo, is within the feasible region U, that
is, ||vo,, || is within the feasible region; Equations (32f)—(32i)
denote the active and reactive power output of GFLIs; Pyppr
denotes the value of MPPT profile at time . We use the
fmincon function in MATLAB to solve for X at £ = 100 with
manually set initial point to the function and substitute the
results into H to obtain H,.

Two case studies are presented in the following subsections.
The control target of the first case study is to minimise the active
power generation cost while keeping the active and reactive
power output, the bus voltage magnitudes and output voltage
magnitudes with reference to the inverters within their limits. In
addition, we solve for Equation (32) every second from the 100s
to the 1300s. We use the X rotating in the common reference
frame in the simulation of our proposed method and the MPPT
profiles of GFLIs as the initial point to the fmincon function.
The aim of solving (32) is to find the optimal value of variables
under particular active and reactive power output of GFLIs. The
optimal solution of Equation (32) serves as the benchmark to
evaluate the control performance of the proposed method under
two different cases. Note that the solution of Equation (32) de-
notes the steady state optimal solution. It ignores the dynamic
caused by the fluctuating active power output from GFLIs.

For the second case study, we reformulate the objective
function g(y) to achieve accurate powet sharing among GFMIs,
which is a common control target of primary and secondary
control in the MG, and drive the critical bus 3 voltage magnitude
to the nominal voltage, Viyom, at 400V while keeping the bus
voltage magnitudes and output voltage magnitudes within their
limits. We set the power sharing ratio of active and reactive
power of all GEMIs as 1:1, that is, they should equally share the
active and reactive power injection. We compare our control
performance with an existing primary and secondary method.
Again, the steady state optimal solution of Equation (32) is used
as the benchmark in the second case study.

We assume the communication time interval in our pro-
posed method is 0.01s, that is, GFMIs change their control
input every 0.01s. The droop gains for GFMIs' P — f* droop
control in (11) are set to the same value.

5.1 | Generation cost minimisation
In this case study, we aim to minimise the active power gen-
eration cost and frequency deviation while keeping the active
and reactive power output; the voltage magnitudes are within
their limits. We set the GFMIs' output voltage magnitudes
limits and the bus voltage magnitudes as +10% with respect to
Vaom, that is, from 360V to 440V. For critical bus 3, we tighten
the limit from 396V to 404V. We set the GFMIs' active power
injection upper limit as 5 X 10*W for all GFMIs, the lower
limit as 2.6 x 10*W for GEMI, and GFMIs, 2.5 x 10*W for
GFMI, and GEMI-, and 2.7 x 10*W for GFMI, and GFMI,
respectively. Their reactive power injection limits are set as
+1 X 10*Var.

To achieve the above aim, we set ¥, and 7, in (20e) to 1 to
include the frequency deviation term and active power
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4
generation cost in g(y). 7, 74 and 75 are set to zero as these gamell
components are not the aim in this case study. We assume 27 .
Py, ) have the following forms: g x101 x10* x10
gp( M) ave the following forms %2.65 W e ml.Y - 2429'3 =
g 2.7 é § 2.599 ~==—A110s g
g (Pw) = gp(P1) + 8p.(P2) + gn.(Ps) + go.(Ps) + gp,(P7) +gp,(Ps) < *€ 900 1100 300 500
£, 55| [—GFMI —GFMI, — GFMI
33 = 2.55 1 4 7
(332) Z —GFMI, —GFMI,—GFMI, _—
25—t —
gr,(P1) =1 x 10° + 25500P; + 0.008P; (33b) \ \
100 300 500 700 900 1100 1300
gp,(P2) = 3 x 10° + 24800P, + 0.004P; (33¢) Time (5)
gr, (Py) =2 X% 108 + 24950P, + 0,00lPi (33d) FIGURE 7 GFMIs' active power injection. Solid lines: proposed
method. Dashed lines: benchmark solution of Equation (32).
gr,(Ps) =1 x 10° + 25500P5 + 0.008P% (33¢)
| x10t ‘ ‘ ‘
gp.(P7) =3 x 10° + 24800P; + 0.004P2 (33f) N —_GFMI, —GFMI,  GFML|
§ 05 GFMI, — GFMI, — GFMI,
2 < y/
gp,(Ps) =2 x 10° + 24950P5 + 0.001P; (33g) 5 /
E 0 — ,,;,T;C_ -y \\_
P e ——
where (33b) to (33g) denote the active power generation 2 — Nl e
costs of GFMISs, respectively. 305 x__—F—
Figures 5-10 shows the simulation results. It can be seen that
the output voltage magnitudes are regulated between their limits, '1100 300 500 700 900 1100 1300
and frequency is tightly regulated. However, thete is a small Time ()

violation of the active power constraints of GFMIs. Itis expected
as the constraints are formulated as soft constraints here. The
problem can be solved by assigning a tighter constraint than the
original constraint in the optimisation problem. Moreover, the
proposed controller is implemented in a discrete way. The
disturbance from GFLIs may cause the constraint violation be-
tween the update of #. Figures 8—10 shows reactive power output

430 ——GFMI 1 —GFMI 4 GFMI7
425 _GFMI2 _GFMI5 —GFMIs
ﬁ
s ~—
%415 e |
£ ; —_
= 410 - —
| —
405} ~_
400 —
100 300 500 700 900 1100 1300
Time (s)
FIGURE 5 |vo.

50.00002 /\

50.00001 /
g 50 A = —
a —
£ 49.99999 — \
3
g 49.99998 | |—GFMI, — GFMI, — GFEL,
= ——GFMI, — GFMI, — GFEI,

49.99997 |—GFMI, — GFMI,

49.99996 ‘ ‘ ‘

100 300 500 700 900 1100 1300
Time (s)

FIGURE 6 Frequency.

FIGURE 8 GFMIs' reactive power. Solid lines: proposed method.
Dashed lines: benchmark solution of Equation (32).

425 —BusI —Bus3 Buss Bus7
_Busz _Bus4 —Bus‘s _Bus8
420 / S
415 — ! =
: — \
20410 —
E 405 -_— e /_
400 * \ y/
395 :
100 300 500 700 900 1100 1300
Time (s)

FIGURE 9 Bus voltage magnitudes. Solid lines: proposed method.
Dashed lines: benchmark solution of Equation (32).
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FIGURE 10 Bus 3 voltage magnitude. Red solid line: proposed
method. Green dashed line: benchmark solution of Equation (32).
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and bus voltage magnitudes. It can be seen that GFMIs' reactive
power injections are controlled within their limits to drive the
critical bus 3 voltage magnitude to stay within its limits. Note that
in Figure 7 some of the lines of the benchmark solution of (32)
overlap and thus cannot be seen. A similar issue occurs in
Figure 9 as the benchmark solution of (32) is close to the simu-
lation results of the proposed method.

5.2 | Power sharing and voltage regulation

Along with active power generation cost minimisation, the
proposed controller can achieve other control targets by
assigning different weightings to different components in g(y).
In this case study, we consider another aim: equally share active
and reactive power among GFMIs and regulate frequency and
critical bus 3 voltage to V. This is a difficult scenatio as the
critical bus three is connected with GFLL, that is, || Vpus,|| is
vulnerable to GFLL's active power injection fluctuation.
GFMIs in other buses have to regulate || Vpys,|| while sharing
equally active and reactive power. We set GEMI output voltage
magnitude limits and bus voltage magnitude limits as £10%
with respect to Vo, that is, from 360 to 440V.

We compare our proposed method with the existing
method in Ref. [6], that is, P—f and Q — V' droop control
and their distributed secondary control. The existing
method's parameters are configured so that GFMIs should
share active and reactive power equally. The droop gains in
P —f droop control in the existing method and proposed
method are set the same for a fair comparison. Moreover, the
communication link between GFMI, and GFLI; is disabled in
the proposed method as the existing method only requires
the critical bus to communicate with the leader GFMI, that
is, GFMI,. Note that in the simulation of the existing
method, the communication is set to continuous as it is
designed to work in continuous communication. Meanwhile,
the communication in the simulation of our proposed
method is set to discrete as designed.

To achieve the above new control target, the ¥4, ¥3, 7, and

5 in (20e) is set to one while ¥, is set to zero as the mini-
misation of active power generation cost is not the aim in this
case study. The formulation of gpsb(P/\m), gQS;J<QN1) and
Vs || Vbus, ||) is given as follows:

gr,(Pn,) = %(Pl - P,)’ + %(PZ —P,)>

+2P =P+ 5P - P (34a)

p

4 25(1)8 _Pl)z

80, (Qr) =54Q - Q) +5(Q, - Q)Y
Q- +2Q - Q) ()

+20Q - Q)

P 2
8Vius (| Vius., 1) == ([ Vius, || = 400) (34¢)

where p; denotes the weighting of different components.
To compare the power sharing performance, we define the
active and reactive power sharing error in each method as

follows:
P;,—-P .
P, = |%| x 100%,1€ N, (35a)
ave
Qo = 1= Qe 003, i€ N, (35b)
ave
Perr sum — Zpem (35C)
i€N1

Qerr sum = Z Qerri (35d)

eN

where P, and Q,,, are the average active and reactive
power output of GFMIs; P,,, and Q,,, are the percentage error
of power sharing of each GFMI; P, o, and Q,,, .., are the
sum of percentage error of active and reactive power sharing
of GFMIs. As the GFMIs are expected to equally share active
and reactive power, the deviation of individual active and
reactive power relative to the average value is considered power
sharing error.

Figure 11-17 shows the simulation results. From Figure 11,
we can see that both methods' output voltage magnitudes are
within their limits. Note that the output voltage magnitudes
converge to the same value in the existing method. Figure 12
compares the output frequency of inverters. The proposed and
existing methods can regulate the GFMIs' output frequency to
@nom- Figure 13 shows GFMIs' active power output. We can
see that the active power is shared equally among GFMIs in
both methods. Figure 14 compares the GFMIs' reactive power
sharing accuracy. Our proposed method has a much better
reactive power sharing accuracy than the existing method. The
reason is to let GFMIs' output voltage work in different
magnitudes within their limits, such as the one in Ref. [15],
rather than controlling them to an identical value in the
existing method. Note that the lines of benchmark solution of

420 5
2 415 -383580912
@ 419.383580908
2P —GFMI, — GFMI, — GFMI | 419.383380904
c GFMI, — GFMI_ — GFMI
> 410 2 2 8

—

\
405

100 300 500 700 900 1100 1300
Time (s)

FIGURE 11 ||v,]. Solid lines: proposed method. Dotted lines:
existing method.
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32).
(a) Proposed method. (32) 108
X
1.5
50.00001 —GFMI, — GFMI, — GFEI, \ \
——GFMI, - GFMI, — GFEI, o 1 1 |
—GFMI, — GFMI, /"| g —GFMI, —GFMI, —— GFMIL,
§50-000005 7 <\ /<—\ 5 05 ——GFMI, — GFMI, — GFMI,
B , AT =L £
g 50 4 2, = e
2 [
= 49.999995 L B I T P e —
-1.5
‘ 100 300 500 700 900 1100 1300
49.99999 Time (s)
100 300 500 700 9200 1100 1300 o
Time (s) (b) Existing method.

(b) Existing method.

FIGURE 12 Frequency.
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FIGURE 13 GFMIs' active power injection. Solid lines: proposed
method. Dotted lines: existing method. Dashed lines: benchmark solution
of (32).

(32) overlap with each other in Figures 7 and 8. Figure 15
shows the power sharing error defined in (35). It can be seen
that both methods can achieve accuracy power sharing, with
the proposed method having a better reactive power sharing
accuracy than the existing method. Figure 16 shows the bus
voltage magnitudes in the two methods. Both methods regulate
all buses' voltage magnitudes within their limits and tightly
regulate critical bus voltage, || Vpus,||, to the nominal value,
400V. Figure 17 gives a zoom-in of the critical bus 3 voltage
magnitude. It can be seen that the existing method regulates
critical bus 3 voltage magnitude more tightly than the proposed
method, although both of them can drive the voltage magni-
tude to 400V. The critical bus 3 voltage regulation performance
in the proposed method can be improved by assigning a higher
weighting to the critical bus voltage magnitude deviation term
in the objective function, which may, in turn, decelerate the

FIGURE 14 Reactive power.

%107
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0 |l e P M, s .
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(@) Perr sum. Red solid line: proposed method. Green dotted line:
existing method.
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(b) Qerr sum- Red solid line: proposed method. Green dotted line:
existing method.

FIGURE 15 Power sharing error among GFMIs.

power sharing among GFMIs. Note that the optimisation
approach is adopted in the proposed method. Placing a higher
weighting on a term will distract the controller from mini-
mising other terms.
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FIGURE 16 Bus voltage magnitudes. Solid lines: proposed method.
Dotted lines: existing method. Dashed lines: benchmark solution of (32).
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FIGURE 17 Bus 3 voltage magnitude. Red solid line: proposed
method. Green dashed line: benchmark solution of (32). Blue dotting line:
existing method.

5.3 | Discussion

The two case studies demonstrate two possible implementa-
tions of the proposed method. The first case study aims to
minimise the active power generation costs while ensuring the
GIFMI power limits and voltage magnitude limits. The aims are
the common control target in OPE, usually computed in the
tertiary control layer. However, as shown in the first case study,
the proposed method can implement this control target in the
time scale of primary control to continuously drive the MG to
the nearly optimal states. The control target in the second case
study is power sharing and critical bus voltage regulation, the
common control targets of the primary and secondary control
layer. It can be seen that our proposed method offers a much
better reactive power sharing accuracy than the existing pri-
mary and secondary control methods.

Regarding the optimality of our proposed method, the
trajectories of variables in the proposed method can trace the
benchmark, although there are minor differences between
them. Moreover, the proposed method is implemented in a
distributed way in a dynamic system, while the benchmark is
computed in a centralised way at a steady state condition. Note
that M, is constructed using a simplified MG model with
inaccurate load parameters (we multiply the actual parameters
by 0.9—1.1 while constructing /). Despite the model mismatch,
our proposed method still almost drives the MG to its optimal
operating point due to the feedback compensation nature in
FO, demonstrating the robustness of our proposed method.

fully inverter-based AC MG that consists of smaller fully
inverter-based AC MGs. The power flow between each MG
can be modelled as output variables and controlled corre-
spondingly, similar to the output variables considered in this

paper.

6 | CONCLUSION

We have proposed a distributed FO control for fully inverter-
based islanded AC MGs. It is robust to model mismatch and
capable of closely driving the MG to its optimal state. It adopts
a new control paradigm to directly compute GFMIs' output
voltage setpoints based on the control targets formulated as
optimisation problems. Case studies have shown that the pro-
posed controller performs better in reactive power sharing than
the existing primary and secondary control methods. Further-
more, it can perform OPF control, the control objective of
tertiary control, in the time scale of primary control. As a result,
the MG can track the optimal states more quickly. Future
research will be done on extending the proposed scheme to DC
MGs and AC/DC hybrid MGs. Following the idea in Ref. [27],
more research will be done to adaptively update the sensi-
tivity matrix in a distributed way such that the sensitivity matrix
used can be closer to the real sensitivity matrix.
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