arXiv:2303.16787v2 [math.NA] 9 May 2023

Dispersion relation reconstruction for 2D Photonic
Crystals based on polynomial interpolation

Yueqi Wang* and Guanglian Lif

Abstract

Dispersion relation reflects the dependence of wave frequency on its wave vector when
the wave passes through certain materials. It demonstrates the properties of this material
and thus it is critical. However, dispersion relation reconstruction is very time consuming
and expensive. To address this bottleneck, we propose in this paper an efficient dispersion
relation reconstruction scheme based on global polynomial interpolation for the approxi-
mation of 2-dimension photonic band functions. Our method relies on the fact that the
band functions are piecewise analytic with respect to the wave vector in the first Brillouin
zone. We utilize suitable sampling points in the first Brillouin zone at which we solve the
eigenvalue problem involved in the band function calculation, and then employ Lagrange
interpolation to approximate the band functions on the whole first Brillouin zone. Numer-
ical results show that our proposed method can significantly improve the computational
efficiency.
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1 Introduction

Photonic Crystals (PhCs) are periodic dielectric materials with size of their period comparable
to the wavelength [17]. The propagation of electromagnetic waves inside such materials depends
heavily on their frequencies. Furthermore, electromagnetic waves within a certain frequency
range cannot propagate in certain PhCs. This forbidden frequency range is the so-called band
gap, which motivates many important applications, including optical transistors, photonic fibers
and low-loss optical mirrors [37, 27, 25, 35]. In this paper, we focus on 2-dimension PhCs which
are periodic in the xy plane and homogeneous along the z axis with high-contrast dielectric
columns or holes spaced in dielectric materials.

To fully understand PhCs, research interest falls on the propagating frequency as well as
the band gap. The periodicity of PhCs allows using the Bloch’s theorem so that the original
Helmholtz eigenvalue problem on the whole space is transformed into a family of Helmholtz
eigenvalue problems defined on the unit cell parameterized by the wave vector k varying in the
irreducible Brillouin zone (IBZ) Byeq [21]. The frequency w, which is a scaling of the square
root of nth largest eigenvalue, regarded as a function of the wave vector k is the so-called the
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nth band function for all n € N*. The band gap is the distance between two adjacent band
functions. Consequently, the calculation of the nth band function w, (k) involves solving infinite
number of the Helmholtz eigenvalue problems defined on the unit cell parameterized by the wave
vector k € B,.q, which have high-contrast and piecewise constant coefficients. To reduce this
computational cost, a natural approach is to decrease the number of parameters k by limiting
them to 0B,eq. A practical approach is to discretize 0B,.q uniformly to generate the parameters.
Although there is no rigorous theoretical foundation, this approach demonstrates its accuracy
for many numerical tests on 2-dimension PhCs. To further reduce the number of parameters,
several sampling algorithms have been proposed. In specific, Hussein introduced the model order
reduction method to band gap calculation and proposed to use the high symmetry points and the
intermediate points centrally intersecting the straight lines joining these high symmetry points
as the sampling points [141]. Klindworth proposed to use Taylor expansion to approximate the
reordered band functions based on the fact that band functions can be reordered so that they
are analytic functions of k and an adaptive step size controlling was proposed to determine the
sampling points [23]. In addition, some improvements to these methods have also been proposed
in recent years [30, 18, 19].

1.1 Motivation for sampling inside B,eq

However, recently the question of whether 0B,q are sufficient to characterize the band gap has
received intensive interest. Figure 1 illustrates the extrema of the first six band functions of two
2-dimension PhCs as depicted in Figures 4 and 5. One can observe that they do not always
appear over 0B,.q. For example, Figure 1(d) depicts an extremum inside B,eq which corresponds
to the maximum value of the sixth band function. In Table 1 we present this maximum value and
compare it with the maximum value of this case obtained using only 0B,.q, which demonstrates
the importance of the interior information. Furthermore, some work has shown counterexamples
that highlight the dangers of just using 0B.eq [1 1, 20, 7]. Thus, it is urgent to develop an accurate
and efficient sampling algorithm in the whole IBZ B,eq.

(a) Square lattice TM mode(b) Square lattice TE mode(c) Hexagonal lattice TM(d) Hexagonal lattice TE
mode mode

Figure 1: Extrema exist at points marked with red circles, and green points are used to measure
the extrema.

Nevertheless, to the best of our knowledge, there have been no trials in designing such kind
of sampling algorithms. To fill this vacancy, we propose in this paper the use of several efficient
sampling algorithms that can be combined with Lagrange interpolants to approximate band
functions in B..q. This work is built upon several well-developed sampling algorithms, which are
wildly used in numerical approximation [1, 32, 3, 28, (].



Bred ‘ aBred
Band number k Extrema ‘ k Extrema

6 (0.719762,0.049867) Maxi = 1.071796 | (0.690971,0) Maxi = 1.069602

Table 1: Hexagonal lattice TE mode: band function’s extrema obtained using Bieqand 0B,.q.

1.2 Main contributions

Our main contributions are threefold. On the one hand, we analyze and summarize key regularity
properties of band functions, ¢f. Theorems 3.2 and 3.6: First, band functions are piecewise
analytic functions; Second, singularities occur only on branch points and the origin. These two
results are proved by showing that {(W"T(k))2 % _,, which are referred to as the Bloch variety (3.1),
are zeros of a real analytic function in R®. The locations of singular points are confirmed via
implicit mapping theorem; Third, we give the formula for calculating the first partial derivatives
of band functions at non-singularities, and thus point out that the first partial derivatives of
band functions may be discontinuous at branch points where the dimension of the corresponding
eigenspace is greater than one. This formula further reveals that band functions are Lipschitz
continuous.

On the other hand, our proposed method can be utilized without resorting band functions
which is crucial for the Taylor expansion based method as developed in [23]. Without resorting,
we are allowed to approximate the first few band functions, which are the interest of many
practical applications, while the aforementioned approach can only approximate the whole band
functions simultaneously. Moreover, our method approximates band functions in the whole IBZ,
and we can further incorporate it into many other numerical methods, e.g., adaptive FEM [9]
and hp FEM [31], to calculate band functions with high accuracy and efficiency.

This paper is organized as follows. In Section 2, we describe the Maxwell eigenvalue problem
involved in band structure calculation and elaborate on the derivation of the parameterized
eigenvalue problem through Bloch’s theorem as well as the two modes in two-dimension PhCs.
Section 3 is concerned with the main regularity of the band functions, based upon which we
introduce the numerical schemes to reconstruct these band functions in Section 4. Extensive
numerical experiments are illustrated in Section 5 to support our theoretical findings. Finally,
we present in Section 6 conclusions and future work.

2 Preliminaries

To study the propagation of light in Photonic Crystals, we begin with the macroscopic Maxwell
equations. In SI convention, the Maxwell equations are composed of the following four equations

[10]:

oB
Vx8+§—0,
oD
VXH—E—j,
VD:p,
V-B=0,



where & is the electric field, H is the magnetic field, D is the electric displacement field, B is the
magnetic induction field, J is the free current density, p is the free charge density. Assuming
there are no sources of light, we can set J = 0 and p = 0.

It is conventional to use the so-called constitutive relations to describe how D and B de-
pend on €& and H. Strictly speaking, the constitutive relations are nonlinear. However, for
most of the dielectric materials, we assume the field strengths are sufficiently weak and the ma-
terials are isotropic and nondispersive media, then it is reasonable to use the following linear
approximations:

D = ¢ye€,
B = MOM%7

where ¢ is the vacuum permittivity, € is the relative permittivity, pg is the vacuum permeability,
and g is the relative magnetic permeability. Note that here both ¢ and p are scalar functions
that map points in R? to R and ¢, € L*(R3). In most Photonic Crystals, it is assumed that
the materials are nonmagnetic, i.e., = 1.

After introducing all of the above assumptions, the Maxwell equations can be formulated as

oH

V x &+ po— Eral 0, (2.1a)
o0&

— Ene— = 2.1b

V x H — €pe o =0, (2.1b)

V- (e€) =0, (2.1c)

VM =0. (2.1d)

Here both € and H are functions of time and space, i.e., &€ = £(x,t), H = H(x,t), while the
coefficients of these partial differential equations are time-independent. Thus, we can use the
Fourier transformation in time domain to decompose the functions € and H depending on space
and time into functions depending on spatial frequency, i.e.,

E(x) := (FE)(x;w) = JRE(X, t)e™'dt,
H(x) := (FH)(x;w) = JR’H(X, t)e™tdt.

According to F;(u') = —iwFu, further applying the Fourier transform operator to equations
(2.1a)-(2.1d) , we get the time harmonic Maxwell equations:

V x E(x) —iwpoH(x) = 0, (2.2a)

V x H(x) + iwepe(x)E(x) = 0, (2.2b)
& (( ) (x)) =0, (2.2¢)

H(x) =0 (2.2d)

Remark 2.1. Since the Fourier transformation forms complex-valued fields, we should remember
to take the real part of the above equations to obtain the physical fields.

Now applying the curl operator to (2.2a) and using (2.2b), we obtain

V % (V x E(x)) — (2)2e(x)E(x) = 0, (2.3)



where €yug = ¢~2. Similarly, applying the curl operator to (2.2b) and using (2.2a), we obtain

V x ((%) v x H(x)) - <%)2H(x) —0. (2.4)

For a given frequency w, we can find the existence of the spatial pattern E(x) and H(x)
through the above equations (2.3) and (2.4). In fact, we only need to consider one of the above
equations, since we can derive from (2.2a) and (2.2b) that

H(x) - —w%ov < B(x), (2.50)
B(x) = — 1 7 * H). (2.5b)

Remark 2.2. The two divergence equations (2.2c) and (2.2d) are implicitly satisfied, which can
easily be seen by applying the divergence operator to equations (2.2a) and (2.2b), and considering
the fact that w > 0. Hence, now we only focus on the other two of the time harmonic Maxwell
equations as long as we drop those “spurious modes” existing at w = 0.

To summarize, the eigenvalue problems (2.3) and (2.4) are two crucial parts of studying the
propagation of electromagnetic waves in PhCs and our aim is to find the eigenpairs (w, E) and
(w, H) satisfying these two equations, respectively.

2.1 Modes in two-dimensional Photonic Crystals

In 2D case, the permittivity e is invariant in the direction of the holes or rods, the z-direction.
Hence, the permittivity e satisfies €(x) = €(z,y,0), for all x = (x,y,2) € R®. So we can also
restrict our electric field and magnetic field to the xy plane, i.e.,

E(X) = E(ZL’,y,O) = (El(xvy70)>E2(x7y70)>E3(xaya O))?
H<X) = H(.T,y,(]) = (Hl('ruy70)7H2(x7y70)7H3(x7y7 0))7

for all x = (x,y, z) € R3. Then a straightforward calculation leads to

. 8E3 . 6E3 . aE’2 aFjl
VXE—(E)I-F( 8_$>J+<a_l‘ a—y)k, (26)
?Ey  O*Eq\. ?Ey,  O*Ey . 0?Es  0°Es
Vx(VxE)= (ayﬁx i ) i+ ( e + &xﬁy) + <— oz o >k, (2.7)

OHS,\ . 0Hs\ . [0H, OH,
H- (23 9 ) g 9,
v (5y)l+( 51?)J+(<933 9@/) ’ (28)

1 _ 0 1 0H, 0 1 O0H,\. 0 1 &HQ c 1 O0H,\.
v (EVH> - (aye<x> 20 By e ay)”< tre) 0w T ore®) ay> *
< 0 1 0Hs 0 1 6H3>

dre(x) 0 Oye(x) dy (29)

Plugging (2.7) into (2.3), we obtain

w

—AFE;(x) — (C )e(x)E3(x) =0, in R?



Combining with (2.6), (2.5a) implies
i 0

H =——F
1(x) o 0 3(x),
i 0
H. = ——
2(x) Wi 07 3(x)
Analogously, we derive

1 w

> V Hs(x) — (Z)2H3(x) =0, inR%

Following equation (2.8) and (2.5b), we get

-V

i 0
Ei(x) = wepe(x) 8_st(>{)7
i 0
Ey(x) = _weoe(x) %Hg(x)'

The above derivation yields two scalar eigenvalue problems and we also deduce that the com-
ponents of the electric field and magnetic field are not independent. Indeed, H, H, are related
to Fs3, and Fy, Fy are related to Hs. Thus, we can classify the electromagnetic waves in terms
of whether E3 or Hj equals to zero. which is often referred to as TE mode and TM mode re-
spectively. In other words, in TE mode, the magnetic field is directed along the z axis and the
electric field is perpendicular to this axis, while TM mode consists of electric field along z axis
and magnetic field perpendicular to the z axis.
To conclude, the eigenvalue problems in 2D PhCs reduce to

w

—AFE(x) — (E)2€(X)E(X) =0, in R? (TM mode), (2.10)
v ﬁvmx) - (%)QH(X) — 0, in R? (TE mode). (2.11)

2.2 Bloch’s theorem

Bloch’s theorem [22] states that in periodic crystals, wave functions take the form of a plane
wave modulated by a periodic function. Mathematically, they can be written as

U(x) = e®*u(x),

where W is the wave function, u(x) is a periodic function with the same periodicity as the crystal
lattice, k is the wave vector. Functions of this form are known as Bloch functions or Bloch states.

Proposition 2.1. The periodicity condition of u(x) implies that each Bloch state can be de-
termined by its values within the unit cell () spanned by the primitive lattice vectors. So it is
sufficient to study only in the unit cell €.

Proposition 2.2. In 2-dimension case, e/*TP)* = kX yhere n = (ny,ny) € (Z7)?, b =
(b1,bs), and each b; is the reciprocal lattice vector with the property b, - a; = 2mwd;; for all
primative lattice vectors aj. Thus, the wave vector can be restricted into the unit reciprocal
lattice B, which is the so-called first Brillowin zone. In addition, note that in some cases, further
utilization of symmetry can even restrict k to the triangular irreducible Brillouin zone B..q which
is proved in detail in [17].



By Bloch’s theorem, we have E(x) = e’**u,(x), H(x) = e**uy(x), and hence the eigenvalue
problems (2.10) and (2.11) reduce to

—(V +ik) - (V +ik)u(x)) — (

%)%(x)ul(x) =0, in (TM mode), (2.12a)

—(V +ik) - (T;(V + ik)u2(x)> - (%})2'&2()() =0, in (TE mode), (2.12b)

where k varies in the first Brillouin zone, and wu;(x) satisfies the periodic boundary conditions
u;(x) = u;(x + a;) with a; being the primitive lattice vector for 4, j = 1, 2.
Now we consider both modes simultaneously by

—(V +ik) - a(x)(V + ik)u(x) — A\G(x)u(x) =0, in Q, (2.13)

with k € B and \ = (%)2 In the TM mode, U describes the electric field E in z-direction and
the coefficients a(x) and B(x) are

Similarly, in the TE mode, U describes the magnetic field H in z-direction and the coefficients
a(x) and B(x) are

3 Regularity of band functions and eigenfunctions

To further analyze the properties of band functions, we first define some function spaces. Let
L?(2) denote the space of square integrable functions equipped with the weighted norm

177 = f ()P B(x)dx.

Let H'(Q) < L*(Q) with square integrable gradient be equipped with the standard H' norm.
H(Q) = H'(Q) is composed of functions with periodic boundary conditions on 0. Moreover,
let

Hi (LA a):={ve H (Q) : Ave L*(Q), adn, v|L = —adn,v|r and adn,ulr = —adn,ulp}

with On, , Onps Ong, On, denoting the outward normal derivatives on the left, right, bottom and
top boundaries of €, respectively.

The Bloch’s theorem expands the original operator £ := —%X)V - a(x)V defined on Sobolev
space H?(R?) into a new set of operators £y := —ﬁ(v + ik) - a(x)(V + ik) defined on
H(Q,A,«a). The following theorem proved in [10] represents the spectrum of the operator

L using that of Ly.

Theorem 3.1. For allk € B, Ly has a non-negative discrete spectrum. We can enumerate these
eigenvalues in a nondecreasing manner and repeat according to their finite multiplicities as

0< (k) < Xk) << \(k) < - <0,



{M(K)}2, is an infinite sequence with \,(k) being a continuous function with respect to the
wave vector k and \,(k) — o0 when n — o. Moreover, the spectrum o(L) of the operator L is
connected to the spectrum o(Ly) of the operators Ly through

o(L) = Jo(Lw)

keB

2
In view that A, (k) = (“’"T(k)> , Theorem 3.1 implies that each band function w, (k) is con-

tinuous for all band number n € N7,
Next we introduce one of the most important properties of band functions, which lays the
main foundation for our proposed interpolation method.

Theorem 3.2 (Piecewise analyticity of the band functions). 2D periodic PhCs band functions
are piecewise analytic in the first Brillowin zone B. In specific, each band function w, (k) is
analytic in B\X,, where X, is a subset composed of branch points and the origin with zero
Lebesgue measure.

Proof. Our proof is mainly based upon the analyticity of the Bloch variety that was proved in
[24, Theorem 4.4.2]. For the sake of completeness, we repeat it in Theorem 3.3. Our proof is
inspired by the procedure used in [36], wherein the Bloch wave of Schrédinger equation with
periodic potential was considered.

The Bloch variety is defined as

B(Ly) = {(k,\) € R* : Liu = A admits a nonzero function u e HY(Q, A, )} . (3.1)

Theorem 3.3 implies that there is an analytic function D(k, \) on R? such that B(Ly) is its set
of zeros, i.e.,

B(Ly) = {(k,\) e R*|D(k,\) = 0}.

We now decompose B(Ly) into two types of sets, where the first type is

mle
B — {(ko, Xo) € B(Ly) :g/\m = 0 in a neighborhood of (kg, Ag)
mD
and %kko,)\o) # (0 for some m € N*}, (3.2)

and the second type is B® := B(Ly)\B".
Note that A,(k) — o when n — oo for all k € B. To the aim of defining a bounded subset
of B(Lx), we introduce

By = [ J{(k, M%) (k, Mi(k) € B(Li)} -
=1
Analogously, this leads to bounded subsets of B" and B* given by
B :=B,nB" and B, :=B,n B’

Furthermore, let X be the projection of B, onto A = 0 defined by

X, :={ke B|(k,\) € B;, for some \}.



The definition of B; implies that X is the set of branch points for the first n bands. Moreover,
for any (kg, \g) € B, there is an integer m € N* such that (kg,\g) € {(k,\) : D(k,\) =
0} n {(k, ) : %T;—f = 0}, which is a one-dimensional variety. Hence X?, the projection of B}
onto the hyperplane A = 0, is a subset of B with Lebesgue measure zero. Let ko € B\X?, i.e.,
(ko, \i(ko)) € Bl for I = 1,--- ,n. Due to the implicit mapping theorem for analytic functions
[21], there is a neighborhood N (kg) in which A;(k) is the unique analytic solution of %T;% =0
for some m € N*. This implies that each positive band function w;(k) = ¢ - 4/\/(k) is analytic
in B\X;. Besides, it is well known that only at the origin the first eigenvalue equals to 0. Thus,

we have X,, = X u {0}. O

Theorem 3.3. ([21, Theorem 4.4.2]) Let L be a general periodic elliptic operator in R™, then
the complex Bloch variety of L,

B(L) = {(k,\) € C" x C| the equation Lu = Au has a non-zero Bloch function with k},
is the set of all zeros of an entire function on C"*1,

Theorem 3.4 (mentioned in [23] and proved by perturbation theory [20]). If we only consider
one component k; of the vector k = (ky, ko), then all the positive band functions can be resorted
when crossing the branch points such that they are analytic functions with respect to k;.

Theorem 3.2 states that band functions are piecewise analytic with potential singularities
occurring at branch points and origin. Theorem 3.4 further shows the analytic continuation
of band functions in one variable through branch points. In the following, we will discuss the
properties of these singular points and the smoothness of band functions in more details. First
we study the limit of eigenfunctions along any band functions.

The variational formulation of (2.13) is: for a given k € B, find non-trivial eigenpair (A, u) €
(R, H1(Q)) satisfying

J a(V +ik)u - (V —ik)v — ABuvdx = 0, for all ve HX(Q)
Q

(3.3)
Jul = 1.
Using the sesquilinear forms
a(u,v) := J a(V +ik)u - (V —ik)vde,
Q
b(u,v) := J Suv de,
Q
(3.3) reads: for a given k in B, find non-trivial eigenpair (A, u) € (R, H}(£2)) such that
= Ab for all v e HX(Q
a(u,v) (u,v), for all ve H_(Q) (3.4)
b(u,u) = 1.

Suppose that we fix a particular k, then we denote the eigenspace of one of the corresponding
eigenvalues A\ as E(\) and let £y be the operator defined on the quotient space H}(Q, A, ) :=
HL(Q,A,«)/E()\) with the same form as Ly. Then the unique different value between the

resolvent sets of £y and Ly is A\. More precisely, they have the relation p(Ly) = p(Li) U{N}, ie.,
A is in the resolvent set of L. In the following, we investigate the regularity of the eigenfunctions.

9



Theorem 3.5 (Continuity of the eigenfunctions in B\X,,). Let w, (k) be the nth band function for
n € Nt and let u(x; k) be one of its corresponding normalized eigenfunctions if the corresponding
eigenvalue A, (k) has multiplicity larger than one, then the follow statement hold,

(i) u(z; k) can be defined such that u(z;k) is continuous with respect to the wave vector k for
k¢ X,.

(i) If k € X,, and the multiplicity of the eigenvalue \,(k) is M > 2 with {ug(x;k)}}L, being
its associated eigenfunctions, then there may be a normalized eigenfunction u(x;k) that
admits jump discontinuity, i.e., there is {C?J_r}f]‘il c C, satisfying

M M
lim u(x; k + de;) = Z cliug(x; k) and Z cl i ug(x; k)

= 1,
6—0
g=1 q=1
M M
but 2 cl ug(x:k) # Z el ug(x; k).
q=1 q=1

Here, § > 0 is a parameter such that k + de; € B and e; is the canonical basis in R? for
i=1,2.

Proof. For the sake of simplicity, we drop the band number for the moment. Let w(k) be the
band function with u(x;k) being the associated eigenfunction for any k € B. Let the error
function be

ei(0) == u(x; k + de;) — u(x; k),

with 6 > 0 being a parameter such that k + de; € B.
By an application of (2.13) and (3.4), we deduce that the error function e;(J) satisfies the
strong formulation

(L — A(k)) ei(0) = f(x39), (3.5)

where

£0:8) = (A + de1) — AK)) u(x: k + de;) — 6(2k; + 5)$u(x; K + de)
1o

—— — 1k + de;).
i 300 o, x; k + de;)
The corresponding weak formulation is

a(ei(9),v) — A(k)b(e;(8),v) = g(v; k, A\, u), for all v e HX(Q),

(a(x)u(x;k + 0€;)) + i !

0

with g(v;k, A\, u) being

guik, A\ u) = (Ak + de;) — A(k)) b(u(x; k + de;), v)
— 0(2k; + 0)ma(u(x; k + de;), v) — 0ma;(u(x; k + 0e;), v),

and

, oo _Jdu :
Mei(u,v) = JQ e (uﬁxi - v&xi) dx, =12, (3.6a)

(1, 0) — L b dx. (3.6b)

10



Following the Fredholm-Riesz—Schauder theory [29], we can derive that for a given k and a
corresponding eigenvalue A(k), Problem (3.5) has a unique solution ¢;(0) = (L — AXI)~' f(x;0)
in the quotient space H!(€, A, «) which is bounded by

lei(@)l 3@y < (L = AD) ! - [ f(x; 0)]. (3.7)

Note that A(k) is a continuous function and u(x; k) € H} (2, A, «), which lead to | f(x;d)| — 0
as 0 — 0. Together with (3.7), the error function e;(d) converges to some function in E(A(k))
as 0 — 0. In a similar manner, we obtain u(x;k — de;) — u(x; k) converges to some function in

E(\k)) as 0 — 0, i.e.,

limu(x; k + de;) € E(A(k)). (3.8)

6—0

Next, we discuss case by case whether a given wave vector k belongs to the singular set X,, as
defined in Theorem 3.2. If k ¢ X,, and the multiplicity of X is 1 < M € N*| then the definition
of B" (3.2) implies the existence of a neighborhood N (k) such that for any k + de; € N(k),
the eigenvalues A(k + de;) have the same multiplicity. Together with (3.8), this implies the
corresponding eigenfunction satisfying

M
(lsi_r)% u(x;k + 0e;) = ; cliug(x; k),

= 1.

M
Z cl ug(x; k)
q=1

Here, {c?i}é‘i , © C are some constant. Thus, we can always find a combination of these M
normalized eigenfunctions {ug(x;k)})L; such that there is a normalized eigenfunction u(x;k),
satisfying

limu(x; k + de;) = (lsim u(x; k —oe;) = u(x;k), fori=1,2.

—0 —0

When k € X, is a singular point and A(k) has multiplicity M > 2, there is no such kind of
neighborhood N (k) such that for any k + de; € N(k), the multiplicity of A(k + de;) is also
M since the Lebesgue measure of X,, vanishes. Consequently, there is no guarantee we can
construct such kind of normalized eigenfunctions to ensure the continuity at k. We only have
for any normalized eigenfunction u(x;k + de;) at k + de;,

M
(lsi_r% u(x; k £ de;) = qz_:l cliug(x; k),

with some constant {c{, }}2,  C such that || Zé\il ¢l ug(x;k)|| = 1 for i = 1,2. This completes
the proof. n

Remark 3.1 (Differentiability of the eigenfunctions in B\X,,). As is shown in [25], we can fur-
ther prove that the eigenfunctions corresponding to the nth band function can indeed be organized
to be continuously differentiable of any degree in B\X,,. However, the properties of eigenfunc-
tions at X,, are not discussed in the aforementioned paper. The authors conjectured that there
may exist an ordering of band functions such that the corresponding eigenfunctions are also con-
tinuously differentiable at X,,. In contrast, Theorem 3.5 indicates the possibility of discontinuity
of the eigenfunctions in X,,.

11



Now, we are able to prove the regularity of band functions.

Theorem 3.6 (Lipschitz continuity of the band functions). For the case of 2-dimension periodic
PhCs, wy(k) € Lip(B) n A(B) for all n € N*. Here, Lip(B) is the space of Lipschitz continuous
functions in the first Brillouin zone B and A(B) denotes the space composed of piecewise analytic
functions with their singular point sets having a zero Lebesgue measure.

Proof. On the one hand, let k € B\X,,, and suppose the multiplicity of the eigenvalue A, (k) is
M > 1 for some n € N*. For simplicity, we drop n and k in the proof. Theorem 3.5 guarantees
the existence of a normalized eigenfunction u(x;k) which is continuous in a neighborhood of k.
Taking the partial derivative with respect to k; for ¢ = 1,2 at k on both sides of (3.4), this leads

to
ou ou OA
—— ) = — £y
oG o) = NG 0) = F ik, ),
with
Y :k, u, ?2) —Mai (1, v) — 2k;me (u, v) + ak)\'b(u,v).

Here, the bilinear forms m;(-,-) and mg(-,-) are defined in (3.6).

Note that the operator in the equation above (L£; — AI) has the eigenspace E()) as its kernel.
Let {up}M be a set of basis in E()). As a consequence of the Fredholm—Riesz—Schauder theory
[29], adding additional orthogonality with E()) leads to the well-posedness of the following
problem: seeking 0, u € H1(Q), s.t.,

a(Op,u, ) — Ab(Fp,u,v) = FD(v;k, u, 6)\) for all v e HX(Q),

ok (3.9)
b(Ox,u, up) =0 forp=1,---, M.
Let the test function v := u, we obtain
o\
(O, w) — Ab(Op,u, 1) = alu, Opu) — Ab(u, Og,u) = fO(u; k, u, a—k) =0. (3.10)
Therefore, 2 ak has to be the solution to the following problem,
oA
M (u; k,
Y (u; k, u, ¥ —)=0.
This results in o
e 2k;me (u, w) + mei(u, u). (3.11)

Consequently, g—,j‘i is uniformly bounded.

On the other hand, let ko € X,, and suppose the multiplicity of the eigenvalue An(ko)is M =1
for some n € N* and let its associated eigenfunctions be {uy(x;ko)})L;. Then a combination of
(3.11) and Theorem 3.5 leads to the left and right partial derlvatlves

oA
ok;*

611%1 (2k‘ ma(u U) + maz(u U))’k ko+de;

k=ko

= 2k; Z Z el (malug(x: k), up(x; k) 4+ mai(ug(x; k), up(x:k)))

g=1p=1
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Here, the complex values {c +} ~, < C satisfy Theorem 3.5 for © = 1, 2. Consequently, ak LA .
=Ko

are bounded but may take different values.
Finally, the first partial derivative of each positive band function at k € B\ X,, can be easily

2
derived from the relation A(k) = (@) . Since the first band function vanishes at k = 0,

aak“_’i o 00, which is unbounded. Consequently, we proved w, (k) € Lip(B) n A(B) for all
i k=0
n € N*, and this completes our proof. [

4 Numerical schemes

As shown in the previous section, band functions of 2D periodic PhCs are real-valued, non-
negative, continuous, and piecewise analytic within the first Brillouin zone B. Besides, in 2D
PhCs with symmetrical structures, there exists a triangular area within the first Brillouin zone
B, which is the so-called irreducible Brillouin zone (IBZ) Beq. All other points in B can be
transferred into B,eq by mirror symmetry or rotational symmetry, so the eigenvalues at these
points are also the same as the eigenvalues of the corresponding points in B,.q, as proved in [17].
Hence, what we focus on is the band function approximation within the triangular domain B,eq
or within the quadrilateral domain including B,.q and its mirror symmetric area along one of its
edges which we denote as B.eq. After we have obtained the approximate band functions in B,eq
or Byeq, the symmetry allows us to directly acquire the approximate band functions in B.

Based upon the properties of band functions we derived, we exploit in this work the band
function reconstruction using Lagrange interpolation. In specific, given a set of N distinct
sampling points {k;}¥, = C for C := Byeq or C := Biea and the corresponding band function
values {w(k;)}¥, for a certain band number, the corresponding Lagrange interpolation Lw is a
linear combination of the Lagrange polynomials {/;(k)}Y, for those sampling points satisfying
li(k;) = 0;; such that it interpolates the data, i.e.,

Lw=zw®m¢) (4.1)

We refer to [, Section 2] for more details on Lagrange interpolation. Here, {w(k;)}¥

by solving the eigenvalue problem (2.13) numerically.
As is known that the optimal nodal set within a domain C in uniform norm is characterized
by minimizing the so-called Lebesgue constant Iy ({kz Z-]\Ll), defined by

, are derived

ukzlmeZu (4.2)

Let P,(C) be the polynomial space with degree at most n such that N := dim(P,(T)) satisfies
N = (n+1)%for C = Byeq and N = 2(n+1)(n + 2) for C = B,eq . Then we have the following

near-best approximation which bounds our interpolation error through the Lebesgue constant
[34, Theorem 15.1],

sup |w(k) — Lw(k)| < (1 + Ty ({k;};)) inf sup|w(k) — pa(k)].

keC Pn€Pn(C) keC

However, the minimization of (4.2) is not trivial to solve for any type of domain in more than
one dimension. Since the denominator of the Lagrange polynomials vanishes on a subset of C,
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the Lebesgue constant is not continuous with respect to the point set {k;}¥, in CV. Besides,
In({k;}Y,) is very sensitive to the location of the interpolation points, which makes the min-
imization procedure subtle. Although there have been several attempts to produce nodal sets
using direct and indirect methods to minimize the Lebesgue constant, for example, Heinrichs
directly minimized the Lebesgue constant in a triangular area with Fekete points as their ini-
tial guess [13], Babuska minimized norms of the Lagrange interpolation operator, which also
yields small Lebesgue constant in a triangle [6], Sommariva provided the approximate Fekete
and approximate optimal nodal points in the square and the triangle by solving numerically
the corresponding optimization problems [1], nor are we able to find the exact optimal points.
Thus, the question of how to sample points in Byeq and Bieq which are suitable for polynomial
interpolation is still an open question.

Since in the multivariate case, the optimal Lagrange interpolant is hard to determine, our
aim is to find a suitable sampling point set, on which our Lagrange interpolation performs well
when dealing with the band function reconstruction.

4.1 Sampling points in triangle

To standardize the problem, let the right isosceles triangle T" be the reference triangle,
T ={x=(z,y):0<2<1,0<y<1—zx},
and let P,(T') be the space of polynomials on 7" with degree at most n,
P,(T) = span{z'y’, i+ j <n}.

In the following, we introduce several sampling methods on this reference triangle 7.

Mean optimal points

The mean optimal nodal set is defined by minimizing a norm related to the Lagrange interpolation
operator L, which takes the form [0]

ILy := LZ I1:(x) [2dx. (4.3)

Here, {l;(x)}¥, is defined in the same way as in (4.1). Compared with (4.2), the minimization
of (4.3) involves less computational complexity and is thus more favorable. Indeed, suppose
{pi(x)}¥, is a set of standard orthogonal polynomials on the triangle 7" with degree at most
n, ie., §.pi(x)p;(x)dx = &;; for all 4,5 = 1,---, N, then for any given point set {x;}_,, the
Lagrange polynomials, if exist, can be expressed as l[(x) = Y1~ | axips(x) with some constants
{ari}yi—1, which allows (4.3) to be expressed as |L[; = Z]kvzl Zf\il lari|>. In comparison, the
calculation of T'y({x;}N ) is equivalent to the calculation of maxyer S| | S| |agspi(x)|, which
has more computational complexity. Numerical results show that |L|2\I'y ({x;},) is not large

and the performance of this kind of point set is nearly optimal.
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Fekete points

Fekete point set [2] is another kind of nearly optimal nodal point set that maximizes the absolute

value of the determinant of Vandermonde matrix V' (xy,xa, -+, Xn),
max det(V(xq,%g, - ,X '
{xl,m,-.-,xch' (V1% ~))| (4.4)

Here, ‘/<X1,X27 Ce 7XN) is of size N x N with entries
Vij = g;(x;) fori,5=1,--- | N.

{g:}Y.| denotes a set of basis functions in P, (7). Note that det(V') can be regarded as a polyno-
mial function of (xy,- -, X,), which implies the existence of Fekete points for a given compact set
T'. Note also that Problem (4.4) involves less computational complexity than the minimization
of (4.2). As the first attempt, Bos [2] constructed the Fekete point set up to the 7th order, which
was further extended up to degree 13 [0] and 18 [32] in a triangle, respectively.

Improved Lobatto grid

The improved Lobatto grid is proposed in [1] as an improvement of the original Lobatto grid,
which composes of (&;,7;) defined by

1 1
§Z-=§(1+21}j—vi—vk),nj25(1+2vi—vj—vk) fori=1,---,n+landj=1,--- ,n+2—i.

Here, k :==n+3—1¢—jand v; := %(1 + t;) with ¢; denoting the zeros of the nth degree Labatto
polynomials.

This proposed point set utilizes the zeros of Lobatto polynomials which are close to optimal
for 1D interpolation [8]. It is generated by deploying Lobatto interpolation nodes along the
three edges of the triangle, and then computing interior nodes by averaged intersections to
achieve three-fold rotational symmetry. The symmetry of the distribution with respect to the
three vertices is a significant improvement of the original Lobatto grid. Its straightforward
implementation makes it an attractive choice, and numerical results show that the Lebesgue
constant for this point set is competitive with the above mentioned two point sets.

The following figures show the comparison of mean optimal points, Fekete points, and the
improved Lobatto grid for n = 4, 8.

:
]
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2
® © b &
0.5 058
“© ° @ <4
.3
0.25 0.25
£ @ | B £ @ G of
Lo ® @ ¢ s
0 ad & s oe—e & & A4 & B @
0 025 0.5 0.75 1 [ 0.25 0.5 075 1
(a) n=4 (b) n =8

Figure 2: Mean optimal points, Fekete points, and improved Lobatto grid for n = 4, 8.
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Remark 4.1 (Lebesgue constants for mean optimal points, Fekete points and improved Lobatto
grid). Although there is no rigorous proof on the boundedness of the Lebesgue constants for mean
optimal points, Fekete points and improved Lobatto grid, numerical evidence [0, 52, 1] suggests
that their Lebesque constants are proportional to v/N.

4.2 Sampling points in quadrilateral

For a quadrilateral, we will first project it into the unit square S := [—1,1]* by projective
mapping [12] and then consider the polynomial space with two variables and degree at most n
in each variable, i.e.,

P,(S) = span{z'y’, i,j <n}.

It is well known that in 1D case, interpolation using the zeros of Chebyshev polynomials is close
to optimal. So in the case of unit square, we mainly consider the following two sampling point
sets with tensor product:

The Chebyshev points of the first kind (Chebl) in the interval [—1,1] are the zeros of the
Chebyshev polynomial of the first kind 7;,,1(x),

2k +1
Tk 20082(”—::__1)#, k=0,---,n.
The Chebyshev points of the second kind (Cheb2) in the interval [—1, 1] are the zeros of the
Chebyshev polynomial of the second kind U, () times (z? — 1), i.e.,

Figure 3 demonstrates the comparison of Chebl and Cheb2 for n = 4 and n = 8 after using
tensor product to expand them to the unit square.

. ; e . T
+  Chebt t + + + + + Cheb1 |4
0.9 * Cheb2 = Cheb2
o+ + + + + + A
08 H+ + + +
0.75
o7 b+ + + + + + 4
0.6
05 t+ ot + - + 05% + r+ -+ + ER
04
o + + E
0.3
0.25
0.2 1+ + + +
- b+ + + + + + 4
0.1
ot o+ + + + + +
s + hd + ol + + + + + +
0 0.1 0.2 0.3 04 05 06 07 0.8 0.9 1 0 0.25 0.5 075 1
(a) n=4 (b) n=28

Figure 3: Chebl and Cheb2 with tensor product for n = 4, 8.

Remark 4.2 (Lebesgue constants for Chebl and Cheb2). Since the Lebesgue constants of Chebl
and Cheb2 are both proportional to log(N) [15], where N = n + 1 is the dimension of the
polynomial space in [—1,1], the Lebesgue constants of our nodal point sets are proportional to
(log(N))?, where N = (n + 1)? is the dimension of the polynomial space with two variables and
degree at most n in each variable.
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Remark 4.3 (Comparison of computational complexity). [t is worth noticing that the com-
putational complexity for (4.1) is consistent corresponding to all these five sampling methods,
even though the number of Chebyshev points is almost twice as the number of those three kinds of
sampling points within the triangular area, due to the mirror and rotational symmetry mentioned
earlier. For example, in Figure 3(a), we have 25 Chebyshev points, but we only need to compute
eigenvalues at 15 of them within the right isosceles triangle.

Remark 4.4. Considering the importance of the edges of the IBZ 0B.q, we expect that the
performance of Cheb2 is better than that of Chebl. The numerical results presented in the next
section can further confirm this speculation.

5 Numerical experiments

To demonstrate the performance of our proposed method (4.1) together with the sampling meth-
ods presented in Sections 4.1 and 4.2, we mainly consider PhCs with a square unit cell as in
Figure 4 and a hexagonal unit cell as in Figure 5. We calculate the eigenvalue problem for a
given sampling point using the conforming Galerkin Finite Element method.

a
r X

a

Figure 4: Square lattice: unit cell (left) and the corresponding first Brillouin zone (right). The
IBZ is the blue area with vertices I' = (0,0), X = 2(7,0) and M = 1(m, 7).

QO

Un

Figure 5: Hexagonal lattice: unit cell (left) and the corresponding first Brillouin zone (right).
The IBZ is the blue area with vertices I' = (0,0), K = 2(37,0) and M = L(x VERS)

a 73

Q M
K

Due to the high contrast between the relative permittivity of the circular medium and its
external medium, we utilize a fitted mesh 7, generated by distmesh2d provided by Persson
and Strang to avoid the stabilization issue when an unfitted mesh is used, which is depicted in
Figures 6(a) and 6(b). Here, we choose mesh size h = 0.025a for square lattice and h = 0.05a
for hexagonal lattice. The associated conforming piecewise affine space is

Vi ={v, e C(Q) : vp|x € P(K) forall KeT,}.
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(a) Square lattice #DOFs=2107 (b) Hexagonal lattice #DOFs=1781

Figure 6: Discretization of the unit cell {2 by distmeshZ2d.

Given k € B, the conforming Galerkin Finite Element approximation to Problem (3.4) reads
as finding non-trivial eigenpair (A, us) € (R, V},), satisfying

a(up,vp) = Ab(up,vp) for all v eV,

b(uh, uh) 1. <51)

Note that B,.q is a triangle for both cases. We map it into the right isosceles triangle and use B
which is composed of 253 evenly distributed points shown in Figure 7(a) and Figure 7(b) as the
reference solution. The pointwise relative error is defined as

i) — Lo ()|

oK) forke Bandi=1,---,6.

ei(k) :

*
* *
o E
ok *
ok ok ox
L
o E
B M
E e I *
FoEE R K E E E FF % 5
EE I e N
B PR R
R R R R R N
I A A A A A
T SRR RS
B I A AR
B T e AR A A Yy
B A A T A A T A A A A A A
SRS RS E e S REs: TR R R R
r X T K

(a) 253 evenly distributed points in (b) 253 evenly distributed points
the IBZ of square lattice. in the IBZ of hexagonal lattice.

Figure 7: B.

Here, w;(k) is ith band function obtained directly by the conforming Galerkin Finite Element
method over B using the same mesh on the unit cell 2, and Lw; (k) is the Lagrange interpolation
(4.1) with a certain sampling method. In specific, we use maximum relative error and average
relative error to investigate the performance of our methods, which are defined by

1 1¢
eIl (= MaX, IE:? le;(k)| and error,, := 353 kZK:% 6 ; lei(k)] |
- -
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Figure 9:
n=_8.
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5.1 Numerical tests with square lattice in Figure 4

In this section, we are concerned with the case of square lattice as in Figure 4, wherein the lattice
vectors are a; = a(0,1)7, and ay = a(1,0)7 with a positive parameter a. The circle area has
radius 7 = 0.2a and € = 8.9 (as for alumina) which is embedded in air (¢ = 1). In this case,
due to the symmetry of the first Brillouin zone B, we can restrict the sampling points k to the
triangle B..q and apply the sampling methods in Subsection 4.1. Alternatively, we can sample k
in a quadrilateral Beq composed of Byeq and the its symmetric area along its longest edge, then
consider the sampling methods in Subsection 4.2.

The performance of Lagrange interpolation on those five kinds of sampling points is shown in
Figure 8. Note that the horizontal axis shows the number of sampling points inside B,.q. Figure
9 depicts the approximate band structure along the edges of the irreducible Brillouin zone using
Fekete points and Cheb2 with degree n = 8.
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Figure 10: Hexagonal lattice: the performance of (4.1) under error,, and erroray,.

5.2 Numerical tests with hexagonal lattice in Figure 5

In this section, we focus on another kind of 2D PhCs which has infinite periodic hexagonal
lattice. As shown in Figure 5, its unit cell is composed of six cylinders of dielectric material
with dielectric constant € = 8.9 embedded in the air. The lattice vectors are a; := a(1,0)” and
ag = a(%, %g)T with lattice constant @ = 3R. The radius of cylinders is r = %R. Here, the
positive parameter R denotes the length of hexagon edges. In this case, due to the symmetry of
the first Brillouin zone, we can restrict the wave vector k to Beq or lg’red which is composed of
B.ea and the symmetric area of B,..q along its longest edge.

In Figure 10, we display the performance of Lagrange interpolation methods (4.1) based
upon those five types of sampling methods measured in error,, and error,,, against the number

of sampling points inside B,.q. One can observe excellent performance for all cases from Figures
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8 and 10. For instance, 45 sampling points inside B,.q leads to error,, below 1% depending on
the choice of sampling methods as well as the smoothness of the band functions. Note that the
performance for hexagonal unit cell is typically better than that for the square unit cell since the
first six band functions are smoother in the former case. One can infer the regularity of band
functions along the edges of B,.q. We observe from Figures 11 and 9 that the band functions
with square lattice exhibit a larger and more diverse frequency distribution range, resulting in
more singularities. Besides, we can also observe from Figures 8 and 10 that the performance
of Lagrange interpolation based upon the first three sampling methods (Fekete points, mean
optimal points and improved Lobatto grid) in both TE mode and TM mode, are similar or
better than Chebl and Cheb?2.
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Figure 11: Hexagonal lattice: band functions along the edges of the irreducible Brillouin zone
using Fekete points and Cheb2 with degree n = 8.

Figure 11 illustrates the approximate band structure along the edges of the irreducible Bril-
louin zone using Fekete points and Cheb2 with degree n = 8, showing that the approximate
band functions match the ground truth well within a reasonable accuracy. Together with Figure
9, we conclude that all those five methods can provide reasonably good reconstruction. Figure
12 shows a zoomed-in view of some special points in Figures 9 and 11. We can observe that the
areas with large interpolation errors are clearly the areas where the adjacent band functions are
very close, which is consistent with the conclusion we have drawn before that the branch points
are singular points.

Note that it is quite difficult or even impossible to identify all branch points or distinguish
from a fake branch point where two adjacent band functions are close but without intersecting
due to many factors, for example the rounding error and numerical error resulting from (5.1). As
a result, our numerical method can only yield approximative branch points where the adjacent
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band functions are close. Nevertheless, the overall performance demonstrates that our method is
capable of approximating the band functions of 2-dimension PhCs within a reasonable accuracy.
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Figure 12: Zoom-in to the interpolation results within the red box area.
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Figure 13: Convergence results.
We present in Figure 13 the convergence of our proposed method for the crystals with both
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square lattice and hexagonal lattice for the TM mode and TE mode. We observe algebraic
convergence and the slopes of these five sampling methods are similar as we expected from the
approximation theory [33].

6 Conclusion

In this paper, we analyze the properties of photonic band functions and consider the problem of
band structure reconstruction in the context of two-dimensional periodic PhCs. The regularity of
band functions is crucial for our proposed approximation method. In contrast to the traditional
sampling algorithms based upon global polynomial interpolation and limited to the edges of the
irreducible Brillouin zone, we propose an efficient and accurate global approximation algorithm
based upon the Lagrange interpolation methods for computing band functions over the whole first
Brillouin zone. Regarding the selection of sampling points, we consider five different sampling
algorithms to select suitable interpolation points in the first Brillouin zone or the irreducible
Brillouin zone. We observe algebraic convergence rate and the numerical tests demonstrate that
our method can approximate band functions efficiently. For example, our methods reach relative
error below 1% using only 45 sampling points. It should be noted that we focus on sampling
algorithms based upon global polynomial interpolation in this paper since this is the current
Start-Of-The-Art. However, this current method cannot identify branch points quite efficiently,
since the global interpolation approximation has a relatively slow convergence rate due to the
piecewise analyticity of the band functions. In order to make better use of this property, we
will explore adaptive sampling algorithms based upon piecewise polynomial interpolation in the
future for better performance.
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