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Abstract

Message passing algorithms on graphical models offer a low-complexity and distributed paradigm
for performing marginalization from a high-dimensional distribution. However, the convergence behav-
iors of message passing algorithms can be heavily affected by the adopted message update schedule. In
this paper, we focus on the variational message passing (VMP) applied to Gaussian graphical models
and its convergence under different schedules is analyzed. In particular, based on the update equations of
VMP under the mean-field assumption, we prove that the mean vectors obtained from VMP are the exact
marginal mean vectors under any valid message passing schedule, giving the legitimacy of using VMP
in Gaussian graphical models. Furthermore, three categories of valid message passing schedules, namely
serial schedule, parallel schedule and randomized schedule are considered for VMP update. In the basic
serial schedule, VMP unconditionally converges, but could be slow in large-scale distributed networks.
To speed up the serial schedule, a group serial schedule is proposed while guaranteeing the VMP
convergence. On the other hand, parallel schedule and its damped variant are applied to accelerate VMP,
where the necessary and sufficient convergence conditions are derived. To allow nodes with different
local computation resources to compute messages more flexibly and efficiently, a randomized schedule

is proposed for VMP update, and the probabilistic necessary and sufficient convergence conditions are
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presented. Finally, numerical results and applications are presented to illustrate the trade-offs in the ease

and speed of convergence.

Index Terms

Variational message passing, distributed inference, message schedule, convergence analysis, Gaus-

sian graphical models

I. INTRODUCTION

Computing the means of marginal distributions from a high-dimensional Gaussian distribution
is an essential task in many distributed inference applications [1]-[4]. For example, in distributed
peer-to-peer rating on d items (such as movies, goods and services) over social networks, the
final rating x; € R? of user i after incorporating its own initial rating y; € R? and those of other
users can be found by solving the optimization problem [1]

n
min Y agllxi — yill3 + Y wikllxi — xll3, (1)
Rt R

k>i

where «; > 0 denotes the confidence of the initial rating, and w;; > 0 denotes the closeness
between user ¢ and user j. Since the objective function of (1) is quadratic with respect to {x; }" |,
the solution of (1) can be obtained by computing the marginal means of the high-dimensional

Gaussian distribution

1
p(x) o< exp {—ngJx + hTX} , (2)
where x = [x7 xI ... xT)T, J is a matrix composing of sub-blocks given by J; = (a; -+
> o wir)I and Ji = —wy I for i # k, and h = [aqy], awy], -+, o yi ], Other applications

having the formulations in the form of (1) include consensus propagation [2], distributed quadratic
function optimization [3], and network synchronization [4].

On the other hand, many distributed minimum mean square error (MMSE) or linear MMSE
estimation problems can be interpreted as finding the marginal means of a high-dimensional
Gaussian distribution with the form of (2). For example, in downlink transmission with distributed
beamforming [5], the transmitted signal from all base stations has the form x = KH? (HHT +
BI)~'s, where s = [sy, 5, -+, 5x|7 with s; denoting the symbol intended for user i, H is the
downlink channel matrix from all base stations to all users, and K, 3 are parameters depending

on the optimality criterion for transmit beamforming design. By using Woodbury matrix identity,



it can be proved that computing the symbol vector to be transmitted is equivalent to computing
the mean of (2) when J = H'H + I and h = KH”s (details given in Appendix A). Similar
settings also appear in distributed data detection in multi-user multi-input multi-output systems
[6] and cloud radio access networks [7], or as a key subtask in many distributed nonlinear
inference problems, including state estimation in electric power systems [8], and cooperative
localization [9].

For a high-dimensional Gaussian distribution, the exact means of the marginal distributions can
be obtained by the direct matrix inversion method. However, with the computational complexity
of matrix inversion being cubic in the number of variables, the direct matrix inversion method
is computationally costly in large-scale problems. Moreover, the direct matrix inversion method
requires gathering the information matrix and potential vector of a high-dimensional Gaussian
distribution. Thus it is not scalable for data distributed in large-scale networks, as in the above
mentioned applications [1]-[9].

Due to their distributed nature and low complexity, message passing algorithms are widely
used for approximate Bayesian inference on graphical models. Gaussian belief propagation
(BP) [10] is a popular message passing algorithm for computing the marginal means of a
high-dimensional Gaussian distribution. Other options include variational inference (VI) [11],
expectation propagation (EP) [12], and approximate message passing (AMP) [13]-[15]. While
there are many different types of message passing algorithms, a common challenge is that the
convergence behavior is difficult to analyze and may be restrictive in the class of convergent
models. In particular, the convergence analysis of Gaussian BP has been analyzed in [3], [10],
[16]-[18], in which conditions such as walk-sumability or pairwise-normalizability are required.
For AMP, although it is applicable to a wide range of prior distributions, its convergence typically
requires the transform matrix in the linear equation containing independent and identically
distributed (i.i.d.) elements [19]. Recent more advanced variants of AMP, namely orthogonal
AMP [20], vector AMP [21] and memory AMP [22], [23] expand the class of transform matrix
to right-unitarily-invariant matrices [22]-[24]. However, AMP-type algorithms are still far from
being applicable to arbitrary transform matrix.

An apparent exception is the variational message passing (VMP) [25], [26], which is based
on VI and has a simple message update rule. In general VI, instead of taking the intractable
integrals involved in computing the exact marginal distributions, a variational distribution within

a given family distribution is used to approximate the target distribution, where the Kullback-



Leibler (KL) divergence is used to measure the closeness of the variational distribution and the
target distribution [27]. By minimizing this KL divergence under the mean-field assumption, the
optimal variational marginal distributions can be obtained under a cyclic block update. Due to the
sequential block update, VI is guaranteed to converge in such update schedule [28], which makes
VI widely used in computing approximate marginal distributions of a complex joint distribution
in many applications, including cooperative localization [29], [30], tensor decomposition [31],
[32], channel estimation and data detection [33], [34].

However, if cyclic coordinate update is applied to a distributed network, this means only one
node can be updated at a time. Obviously, this would lead to slow convergence and introduce long
latency in distributed and large-scale networks. To speed up the convergence, parallel schedule is
adopted for VMP in the context of sensors’ self-localization [29] and distributed receiver design
in extra-large scale MIMO systems [34]. However, the convergence of VMP under parallel
schedule is no longer guaranteed. One may wonder besides the sequential update (which is slow
but convergence guaranteed) and parallel update (which is fast but may diverge, making the
computation useless), is there other message update schedule that is between these two extreme
cases? As the first endeavor to rigorously study VMP schedules and its implication, this paper
focuses on the Gaussian graphical models, which find many practical applications in its own
right.

In particular, we first prove that if VMP converges in Gaussian graphical models under a valid
message schedule, the mean vectors of the converged variational marginal distributions are the
exact marginal mean vectors, giving the legitimacy of applying VMP in Gaussian models. In
order to find the optimal variational marginal distributions using VMP, serial schedule, parallel
schedule and randomized schedule are considered. In the basic serial schedule, the VMP is
guaranteed to converge unconditionally. However, the basic serial schedule takes a long time in
waiting for message update, which is not efficient in large-scale distributed networks. To this end,
a group serial schedule with convergence guarantee is proposed for VMP update and achieves
a faster convergence than the basic serial schedule.

To further accelerate the VMP convergence and allow the nodes update more frequently in
large-scale distributed networks, parallel schedule is applied to VMP update and the correspond-
ing convergence condition is derived. Since VMP may diverge in parallel schedule, damping
could be applied in parallel schedule to improve convergence, and a feasible set of damping

factors is derived. Recognizing that serial schedules and parallel schedule (with or without



damping) are periodic update schedules, VMP is proved to converge at a linear rate if it converges
in these schedules. Furthermore, a randomized schedule with lower computational complexity
and communication overhead is proposed for VMP update. With the interpretation of probabilistic
damping, the necessary and sufficient convergence conditions are derived in probabilistic sense.
Finally, the newly established theories on VMP convergence are corroborated by numerical
results and applications, illustrating the trade-offs between convergence speed and applicability
of different schedules.

The rest of the paper is organized as follows. In Section II, the general convergence properties
of VMP in Gaussian graphical model are analyzed. In Section III, convergence-guaranteed models
and schedules are presented. In Section 1V, parallel schedule and its variants are considered with
their convergence conditions analyzed. Section V studies the convergence rate and presents a
summary of various message schedules. Numerical results and applications are presented in
Section VI. Finally, conclusions are drawn in Section VII.

Notations: Scalars, vectors, matrices and sets are denoted by lower-case letters, bold lower-
case letters, bold upper-case letters and calligraphic upper-case letters, respectively. ||al|2 denotes
the /5 norm of a, and ||A ||, denotes the £, induced matrix norm. The notation AT denotes the
transpose of A and the notation A > 0 means A is positive definite. A (7, j) denotes the element
of A in the i-th row and j-th column while A,;; denotes the block element of A in the ¢-th row
partition and j-th column partition. The notation |A| denotes the matrix taking element-wise
absolute value of A, while p(A) denotes the largest absolute eigenvalue of A. The notation
blkdiag(A;, As,--- , A,,) denotes a block diagonal matrix with the main diagonal blocks being
A, A,y - A,. The notation ‘A \ B’ means all the elements in A except the elements in B.
For the multivariate Gaussian distribution of a real vector x with mean vector g and covariance

matrix 3, we denote it as x ~ N(x; u, X) or p(x) = N (x; u, 2).

II. VMP IN GAUSSIAN GRAPHICAL MODEL AND ITS CONVERGENT POINT PROPERTIES

Given a high-dimensional Gaussian distribution of a random vector x € R” written in the form
of (2), the task is to compute the mean vectors of the marginal distributions of x’s subvectors in a
distributed way. For a random vector X, it can be partitioned into n non-overlapping subvectors,
where 1 < n < N. Denoting the i-th (1 < ¢ < n) subvector of x as x; € R%, we have

x =[x, x%, -+ ,xI1" and > d; = N. For any possible partitioning of x, there always exists



a pairwise factorization

p(x) ocnexp{—%xiTJiixi—i—hiTxi} H exp{—x;, Jux; }, 3)

Ni<k,keB;)

=1

-~

fi(x)
where J;; € R%*4 is the (i, k)-th block of the matrix J, h has the subvectors {h; € R%}"
such that h = [hT hl ... hI]" and B; £ {k # i|Jix # 0}. Equation (3) can be interpreted

fik (Xi,%Xk)

as a Gaussian graphical model, where the i-th node represents the variable x; and the direct
neighbors of node ¢ are x; with k € B,.

Directly using the matrix inverse method, we obtain the mean vector of p(x) being p = J~'h
and the covariance matrix ¥ = J~!. Then the x,’s marginal distribution p(x;) can be obtained as
a Gaussian distribution with the mean vector p(1 + S0 dj : 3}, di) and covariance matrix
S+ e S diy 1+ S0 di - ST, dy,). However, the computational complexity of
taking matrix inverse for a large-scale matrix J is huge and is cubic with respect to /N. Moreover,
if different {x;}!" , are distributed in disparate locations, the direct inversion method requires an
additional step of gathering information to a central processing unit. Thus, it is not scalable in
large-scale distributed setting.

Due to the distributed and low complexity nature, message passing algorithms are promising
for computing the marginal distributions of a high-dimensional Gaussian distribution. Gaussian
BP is a widely used message-passing algorithm for calculating the marginal distributions of a
high-dimensional Gaussian distribution. However, Gaussian BP is not guaranteed to converge
in loopy graphs [10], making it not necessarily applicable in every practical scenario. Another
popular message-passing algorithm is variational message passing (VMP), which is a variant
of variational inference. In this paper, we investigate VMP for Gaussian graphical model, re-
vealing the trade-offs in different message passing schedules and the corresponding convergence
properties.

The underlying principle of VMP is based on variational inference, which calculates ap-
proximate marginal distributions under the mean-field assumption and is always guaranteed to
converge in a cyclic update order of the variational marginal distributions. In variational inference,
a variational distribution ¢(x) is used to approximate the target distribution p(x), and the optimal

¢(x) is sought by minimizing the Kullback-Leibler (KL) divergence between ¢(x) and p(x) given
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To facilitate the computation of the marginal distributions of ¢(x), the mean-field approximation
q(x) =[], ¢i(x;) is usually adopted, where ¢;(x;) is treated as an approximation to the marginal
distribution p(x;). With the pairwise factorization in the form of (3), the optimal ¢f(x;) that
minimizes the KL divergence in (4) with other {qi(x)}x-; held fixed can be shown to be [28,
Equation 10.9]

qz Z_

HeXP{/ qk Xk)lnfzk(X“Xk)ka} )

Zi keB;

where Z; is a normalization constant. It can be observed that the update of ¢/ (x;) depends
on {qx(Xx)}res,» Which are the variational distributions of x;’s directly connected neighboring
variables. Thus, ¢ (x;) for different i can be updated alternatively, and the process resembles a
message passing mechanism on the graphical model.

Generally, VMP under an arbitrary message update schedule can be written as

o fz(qu) H exp {f ql(;';i(t—l))(xk) In fik(xiv sz)dxk} if 7 € St
keB;

q; (X’L> = (6)

ql-(t_l) (x;) otherwise
where qz-(t) (x;) means the variational distribution of x; after the ¢-th iteration, S; (¢t € NT) is
a set describing which x; would be updated at the ¢-th iteration, and 0 < 7/(t — 1) < ¢t — 1
denotes which previous version of the variational distribution of x;, is being used for the update
of the variational distribution of x; at the ¢-th iteration. Thus specifying S; and 7} (¢t — 1) for
all ¢, k,1 determine a message schedule. For any message schedule, we can have the following

proposition.

Proposition 1 Gaussian-form Messages: For any Gaussian initialization {qZ(O)( )}, the vari-

ational distributions {qi(t) (%)} for allt > 0 are always Gaussian under any message schedule.



Proof: For any Gaussian initialization q(O) (xi) = N(xi; p,(o) EEO)), according to (6), with

3 1)

straightforward mathematical manipulations, we obtain the result at the first iteration as

x’ Hexp {f q.* Xk )In fzk(xz,xk)dxk} ifieS

gV (i) =
Q£ 2 (Xz) otherwise
B N(x; T = ken, J 1Jzku(0) J;1) if ie S
N (x4 HE ), 22(-0)) otherwise.

Therefore, qgl)(xi) = N(x;; ,ul(.l), 251)), where ugl) = J;lhi—zke& J;lJiku,(go) and 251) =J;!
if i € Sy, or u(l) = u§°) and Egl) = ZEO) otherwise. This means that {qgt) (x;)}™, are Gaussian

)

distributions for ¢ = 1. Now for ¢ > 1, suppose that ¢\” (x;) = N (x;; [,LET), EET)) for all 7 and

7

7 < t. Then at the (¢ + 1)-th iteration, we obtain

filxi) xl Hexp {qu (xx) In flk(xz,xk)dxk} if 1 € Sp41

a "V x) =
qi( )(x,-) otherwise
N (le(t)) J—l if i S
B (i3 I3 by = 3 e, i Jawtry, ™7, 350 ) if i € Sepy )
N(x;; sz( ,E(t)) otherwise.
This implies that q( i )(xi) is also a Gaussian distribution. By induction, we have proved that

{qi (x;)}i, for all t > 0 are always Gaussian for any Gaussian initialization {qi(o) (x;)},. |
From (7), it is observed that the covariance matrices of the variational marginal distributions
are fixed at {J;;! . Thus, the VMP in Gaussian graphical model consists of only updating

the mean vectors using

T (t e .
(t+1) _ T =3 ep i Jinb, Tt e St+1 ®)
Z Mgt) otherwise
for all 7 and ¢t > 0, where uf“ ) is the mean vector of q( H)( ;). This is different from Gaussian

BP, where both mean vector and covariance matrix are updated at each iteration. It turns out that
the covariance matrix J;;' is generally not the exact covariance matrix of p(x;) and overconfident.
But one may wonder if the mean vector in (8) converges to the exact marginal mean vector of
p(x;) when t — oo.

Before we answer this question, we have to clarify that the message passing schedule under

consideration should be a valid one in the sense that each node is updated infinitely often and



old messages of each node should be purged out of the network as ¢ — co. Mathematically, we

have the following definition.

Definition 1 Valid Message Schedule: A valid message passing schedule should satisfy lim7_, Zthl Is, (i) —
oo and limy ., 71(t) — oo for all k,i, where Is,(i) takes the value of one if i € S; and zero

otherwise.

Under a valid message schedule, we formalize the correctness of the mean vectors of the

variational distributions if VMP converges as follows.

Theorem 1 Correctness of the Converged Mean Vectors:For the VMP updated by (8), if it

)

converges under a valid message schedule, the converged ul(-t equals to the exact marginal

mean vector of p(x;) for all i.

Proof: From Proposition 1, {qlgt) (x;)}™_, in each iteration are in Gaussian form. Thus, if the
VMP algorithm converges under a valid message schedule, the converged variational marginal

distributions are also in Gaussian form and we denote the converged distribution as q(oo) (x;) =

%

N (x;: m!™ V). Since the VMP is derived under the mean-field assumption, the joint varia-

tional distribution of the whole vector x would be ¢ (x) = [[", ¢ (x;) = N(x; m(*), V(=)

7

with m© £ m!{™” m{7 ... m{"7 and V £ blkdiag(V®, VI ..o VE). Substi-
tuting the expressions of ¢{*(x) and p(x) into (4), after straightforward mathematical manipu-

lations, we obtain

1 1
Dics (™ (¥)|Ip(x) = = 5 [TV + STr(IVE)

1
+ §(m(°°) — J7'h)"I(m") — J~'h) + constant. )

Since each update of ¢’(x;) in (5) is the global optimum when other {qy(xy)}res, are fixed, the
(o0)

gradient of (9) with respect to m; ~ should be zero. Furthermore, if the VMP converges, the

gradient of (9) with respect to all {m§°°>};.;1 would be zero. That is,

0Dk (¢ (x)||p(x))
om()

=J(m®™ —J'h) = 0. (10)

Due to J = 0, we obtain m©® = J~'h, which implies that {m "’} are the exact marginal
mean vectors of {p(x;)}" ;. n
Theorem 1 states that the mean vectors of the variational distributions are indeed the exact

marginal mean vectors that we intend to find (i.e., VMP in Gaussian graphical model achieves



Bayesian optimality if it converges). This gives the legitimacy of using VMP in Gaussian
graphical models. This result is general in the sense that it holds for any message passing

schedule as long as it is a valid one, and if the VMP converges.

III. CONVERGENCE GUARANTEED GRAPHICAL MODEL STRUCTURES AND MESSAGE

SCHEDULES FOR VMP
A. Convergence Guaranteed Graphical Models

Given that the converged mean vectors in Gaussian VMP is the correct marginal mean

vectors, the next important question is when would VMP converges in Gaussian graphical

models? Notice that (8) can be interpreted as an asynchronous relaxation of the vector y,(t) £
[N@T’ pé”T, e ,ug )T}T with the update equation

p =BplY +d, (11)
where the iteration matrix B has the nonzero block element B, = —J; 13, forall i = 1,2,---.n

and k£ € B;, and the block vector d has the block element d; = J i_ilhi. Then, by using the
Asynchronous Convergence Theorem [35, p.431], we have p(|B|) < 1 is a sufficient convergence
condition for (8) under any valid message passing schedule and any initialization pu(® € RV,
where |B| denotes the matrix with the element-wise absolute value of B. In the following, two
classes of information matrix J, namely diagonally dominant and walk-summable, are proved
to guarantee p(|B|) < 1. Although diagonally dominant and walk-summable conditions have
been proved to be sufficient conditions for the convergence of Gaussian BP, the proofs for the

sufficiency of these conditions for VMP convergence are totally different.

Proposition 2 Diagonal Dominance: If J is a diagonally dominant matrix and {J;;}?_, are
diagonal matrices, VMP on Gaussian graphical model converges under any valid message

schedule.

Proof: If J;; is a diagonal matrix, J;;' is also a diagonal matrix, whose diagonal elements

It (k, k) = 1/3(k, ) with K £ 31 d,, + k and k = 1,2,--- ,d;. For the x-th row of |B

b



we have

Y B =YD =I5k k)Iy(k,d)

J#ER JEB; d=1
d; 1 j—1 1
= J dy + d)| = J(x, 7). 12
>3 g X+ D=3 5513, )] (12)
JEB; d=1 m=1 J#ER

The last equality is due to J;; = 0 for j ¢ B, Ui. If J is a diagonally dominant matrix,
then > . [J(x,j)| < J(k, k), which implies > ., [B(x,j)| = 22, 1/I(k, K)[J (%, j)| < 1.
Therefore, we obtain [||Bl||~ < 1. Since p(|B]) is less than any induced matrix norm [35,
Proposition A.20], we obtain p(|B|) < 1, which leads to convergence of VMP under any valid

message schedule. [ ]

Proposition 3 Walk-Summability: If J is walk-summable with d; = 1 for all + = 1,2,--- | n,

VMP on Gaussian graphical model converges under any valid message schedule.

Proof: Since any Gaussian model can be normalized easily with J(i,i) = 1, it leads to

J =T1— R, where R has zero diagonal elements and off-diagonal elements such that R(7, j) =
—J(i, 7). The walk-summability implies that p(|R|) < 1 [16]. On the other hand, when d; = 1
forall i = 1,2,--- ,n, the iteration matrix B has the element B(i, k) = —J(i,k)/J(i,4). Due to
J(i,7) = 1, we have B(i, k) = —J (i, k). Thus we obtain B = R. If p(|R|) < 1, then p(|B|) < 1,
which leads to convergence of VMP under any valid message schedule. [ ]
Propositions 2 and 3 reveal that there are some subclasses of Gaussian graphical models where
VMP always converge no matter what message passing schedule we use as long as it is a valid
one. Then, by Theorem 1, the correct marginal mean vectors can be obtained in these cases. But
as B is dictated by the system setting and usually not under our control, a natural question is
if p(|B|) < 1 is not satisfied, is there any way to construct the message passing schedules such

that the VMP converges. Next two subsections would be dedicated to this question.

B. Basic Serial Schedule

The most basic form of serial schedule is to update one of {qlm (x;)}", at each iteration,
and {qgt) (x;)}, are updated cyclically. Without loss of generality, we consider S; = {k|k =
mod(t,n)} and 7i(t — 1) =t — 1 for all ¢ > 1, where mod(t,n) means the modulus of ¢ with
respect to n. It is noted that the update of {qi(t) (x;)}"_, in the basic serial schedule can be viewed

as the result of a coordinate descent algorithm in functional form for finding the minimum of



the KL divergence in (4). Thus {qgt) (x;)}7, converge to a local optimum of the KL divergence
[27] as t — oo, which equivalently implies that the mean vectors {p,z(»t)}?:1 in (8) converge in

(®)

the basic serial schedule. Further with Theorem 1, the mean vector p;” converges to the exact
mean vector of p(x;) for all i.

In the basic serial schedule, VMP is guaranteed to converge no matter how many components
the random vector x is partitioned. However, given a vector variable x of length N, the larger
number of subvectors, the longer an update cycle would be. On the other hand, as the compu-
tational complexity at each update step is cubic with respect to the dimension d; for the update
(®)

of u;” using (8), there exists a trade-off between the complexity of updating the mean of each
subvector and the number of update steps in an update cycle. For example, taking n = 1 means
there is no partitioning of the vector x (this case actually is equivalent to direct matrix inversion
method), while taking n = N means the vector x is partitioned such that each component is
a scalar. Convergence is guaranteed under the basic serial schedule for both partitions, but the
number of update steps in a cycle is 1 in the former case and NV in the latter case. On the other
hand, each update step for the former case requires a matrix inversion of size N x N, while
there is no matrix inverse in the latter case.

Notice that as the indexing of different subvectors is arbitrary, the above conclusion is valid
for any cyclic update schedule being a permutation of {1,2,--- ,n}. In fact, it allows different
update orders at different update cycles, as long as each of the {x;}! ; is updated once in each
cycle. However, no matter what update order we choose in a cycle, since only one component
of {qi(x;)}?_, is updated at a time in the basic serial schedule, it is not difficult to figure that
the convergence of VMP could be slow. Each node would wait a long time for other nodes’

update, which is not efficient in large-scale distributed networks. To speed up the convergence,

we introduce a group serial schedule in the next subsection.

C. Group Serial Schedule

In certain applications, e.g., peer-to-peer rating and distributed localization, how x is parti-
tioned into x; is governed by the system setting, and not under our control. In this case, we
wonder if there is any update schedule that is faster than the basic serial schedule but still
guarantees VMP convergence. To design such schedule, we first define a new class of schedule,

called group serial schedule as follows.



Definition 2 Group Serial Schedule: All the subvectors {x;}!'_, are divided into multiple groups,
and only the variational distributions of subvectors belonging to the same group would be
updated at the same time, while the variational distributions of subvectors in different groups

are updated alternatively in a cyclic manner.

Note that the basic serial schedule can be viewed as a special case of group serial schedule
with n groups, where each group only contains one subvector. In group serial schedule, there
exist many different choices of grouping of {x;} ;. However, not all groupings guarantee VMP
convergence. Thus the key problem is to identify a rule to group the subvectors {x;}" ; such
that VMP is convergent.

Recognizing that in VMP with basic serial schedule, the update of ¢;(x;) minimizes the KL
divergence in (4) when other {gy(xx)}r; are fixed, thus we have the monotonically decreasing
property: Dicr(ITiz i (xi)lIp(x)) < Dicr(ITiy g~ (x4)lIp(x)) for all ¢ > 1. Inspired by
this underlying principle in the basic serial schedule, we propose a subclass of group serial
schedule that guarantees the KL divergence in (4) monotonically decreases.

Suppose that all the {x;}! ; are divided into m groups with the indices of nodes belonging
the j-th group collected by C;, where x; belongs to the j-th group if and only if i € C;. If
the grouping is constructed such that the random variables within each group are conditionally

independent when the variables in other groups are observed, we have the following conclusion.

Theorem 2 Convergence Guaranteed Group Serial Schedule: In a group serial schedule with
the random variables within a group being conditionally independent when variables in other

groups are observed, { ,ugt) ™, in (8) converge to the exact marginal mean vectors of {p(x;)}1-,
(0)

for any initialization p;’ € R% when t — oo.

Proof: Since all random variables within each group are conditionally independent, for any

it € Cj, we have B,NC; = (). In other words, the direct neighbours of x; will not be put in the set C;
(t)

)

if ¢ € C;. This also implies that the update equation of ¢

on q,(:_l)(xk) for k € C,. Thus, minimizing the function DKL(HieCj qi(x;) Hkgcj q,(f_l) (xx)|[p(x))

(x;) in (6) with i € C; does not depend

with respect to {g;(x;) }iec, at the same time is equivalent to minimizing the function D1 (¢; (%) [ T1ec,\ (1) q,(:) (x
with respect to {g;(X;)}icc, one at a time. Since basic serial update is convergent, group serial

n

update is also convergent. Further with Theorem 1, {ugt) »_, converge to the exact marginal

mean vectors when ¢t — oo. [ |



Theorem 2 gives a desired group serial schedule that guarantees the convergence of { ME“};;I.
The key task is to divide all the subvectors into multiple groups such that all random variables
corresponding to each group are conditionally independent when variables in other groups are
observed. This can be viewed as a graph coloring problem, in which each node denotes a variable
of x; with i € {1,2,--- ,n} and no two adjacent nodes are of the same color. In the view of
graph coloring, there exists a minimum group number, which may be hard to find. While having
the minimum number of groups would speed up the convergence, it is not required to find the
optimal group number in the proposed group serial schedule. Thus some heuristic algorithms
[38] for graph coloring can be applied to find the groups {C;}_, easily.

Remark: Note that serial message schedule and group serial schedule are also convergence
guaranteed for VMP in non-Gaussian models, such as those in localization application [29], [36],
[37]. Especially, the group serial schedule is a modification to the basic serial schedule that can
be adopted easily. This opens up many opportunities in speeding up VMP in a wide range of

applications.

IV. VMP CONVERGENCE CONDITIONS IN PARALLEL AND RANDOMIZED MESSAGE

SCHEDULES

Although group serial schedule improves the convergence speed from the basic serial schedule,
in each time instant, there are only a small number of nodes (compared to the total number of
nodes) in the graphical model are being updated. This is especially true if the average number of
direct neighbors of each node is large, leading to a substantial number of groups. If we can update
all the nodes at every iteration, it is expected the convergence speed would be fast. However, in
general parallel update, there is no guarantee of convergence of VMP. In this section, we derive

the convergence conditions for parallel update schedule and its variants.

A. Parallel Schedule

In parallel schedule, all {qz-(t) (x;)}7_, are updated at each iteration and each update is based on
the latest updated result from the last iteration, which means S, £ {1,2,--- ,n} and 7i(t — 1) =
t—1forall 7, k and ¢ > 1. It can be interpreted as an extreme form of group serial schedule where
there is only one group and it contains all variables. However, since parallel schedule does not
satisfy the conditionally independent requirement in Theorem 2, it does not necessarily converges.

To derive the convergence condition of parallel schedule, we notice that the corresponding update
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equation for p) £ [ugt)T,ug)T,n- ,ug)T}T is given by p® = Bu® + d, ie., (11), the

convergence condition is presented in the following proposition.

Proposition 4 Necessary and Sufficient Convergence Condition in Parallel Schedule: { u@}g;
converge to the exact marginal mean vectors of {p(x;)}, for any initialization ugo) € R% in

parallel schedule if and only if p(B) < 1.

Proof: For the linear update equation in (11), using [35, Proposition 2.6.1], u®) converges
for any initialization u(®> € RY if and only if p(B) < 1. If u® converges, further with Theorem
1, we obtain that {g(Y} in parallel schedule would converge to the exact marginal mean vectors.

]

Proposition 4 gives the necessary and sufficient convergence condition of VMP under parallel
schedule. Due to the general property that p(B) < p(|B|), we have p(B) < 1 if p(|B|) < 1.
This indicates that the convergence condition of VMP in parallel schedule is less stringent than

that for any valid schedule.

B. Parallel Schedule with Damping
VMP in parallel schedule would diverge if p(B) > 1. To improve the convergence of VMP
in parallel schedule, we could introduce damping, which modifies the update equation of ("
in (11) as
p =rBpY +d) + (1 - r)pY
= (rB+ (1 -~ +rd, (13)
where 7 # 0 is a damping factor. For the update equation of p*) in (13), it has a similar form as
the update equation in parallel schedule. Therefore, using [35, Proposition 2.6.1], we obtain that
the damped p*) converges for any initialization p(®) € RY if and only if p(rB + (1 —7)I) < 1.
Moreover, the converged value () in damped VMP should satisfy (13), i.e.,
p =B+ (1 —r)Du +rd, (14)
which can be rewritten as
r(B-IDu>+d)=0. (15)

Since r # 0, we must have (B — I)pu(®) +d = 0, which is equivalent to p(>) = Bu(>) + d.

This implies that the converged vector p(>) in damped VMP is the same as that in parallel



schedule. Therefore, the damped p(* converges to the exact marginal mean vector if and only if
p(rB+ (1 —r)I) < 1. In the following proposition, the appropriate value of the damping factor

r 1s derived.

Proposition 5 Necessary and Sufficient Convergence of Damped Mean Vector: The damped
u® converges to the exact mean vector of p(x) for any initialization u® € RN if and only if

there exists a damping factor r such that

(—2—0) if\,>1forallk=1,2,--- N,

e 17ml?x)\k
(0 #k) if\y <1lforallk=1,2,--- N,

7 1—min A
k

where \j is the k-th eigenvalue of the matrix B.

Proof: First, we prove that the eigenvalues {)\;} of B are real numbers. For notational
convenience, we denote a block matrix D = [blkdiag(J,;, Jao, - - -, Jpn)] ™. The matrix B can be
rewritten as B = I—-DJ. Let )\, and v;, be the k-th eigenvalue and the corresponding eigenvector
of DJ, respectively. Then we have DJv;, = A, v;. If both sides of this equation are multiplied by
D2, we obtain DzJv, = )\, D~2v,, which can be rewritten as D2JD2D~2v;, = \,D 3 v.
Thus, A, and D~2v, can be viewed as the eigenvalue and the corresponding eigenvector of
D2JD:. With the block diagonal structure of D and a positive-definite matrix J, it could be
easily verified that the matrix D2JD: is symmetric. Therefore, the matrix D:JD: only has
real eigenvalues, which implies that {)\,} are real numbers. Since {)\;} are also the eigenvalues
of DJ, we obtain that the matrix DJ only has real eigenvalues. With B = I — DJ, we have the
eigenvalues of B as \, = 1 — \; for k = 1,2,--- ,n. Since {)\} are real numbers, {)\;} are
also real numbers.

On the other hand, we obtain the k-th eigenvalue of rB + (1 — r)I as r\; + (1 — r). The
condition p(rB + (1 — r)I) < 1 is satisfied if and only if [rA; + (1 — )| < 1, or equivalently

(rAg+(1— r))2 < 1, for all k. Directly solving the inequality, we obtain the following results: a)

If Ay > 1, = )\ <r<0.b)If Ny =1,7=0.¢)If \y <1, 0 <r < . Therefore, if \; > 1
for all K = 1,2,--- ,n, in order to guarantee convergence, the dampmg factor should satisfy
re (mkax 5 0). Since - is an increasing function when ) > 1, max = = 1—m§x o If
A < 1 forall k=1,2,--- n, in order to guarantee convergence, the damping factor should
satisfy r € (0, HllIl 1—) Since —)\ is an increasing function when A\, < 1, mkm 2)% = 1—m§n e

Otherwise, the damplng factor that guarantee convergence does not exist. [ ]



From Proposition 5, even when VMP in parallel schedule diverges, damped VMP will converge
if the feasible set of damping factor is non-empty. In fact, Proposition 5 is a generalization of
Proposition 4 since p(B) < 1 implies —1 < A\, < 1 for all k. According to Proposition 5, the
allowable damping factor r € (0, @) Due to —1 < Ay < 1 forall k =1,2,---,n, we

obtain ﬁ > 1. Thus (0, 1] is a subset of (0, , and r = 1 is always included in the
k

2
1fmkin Ak )
set of allowable damping factors. The above analysis also indicates that the damping factor 7 is

not limited to the classical damping assumption r € (0, 1).

C. Randomized Schedule as a Probabilistic Damping

Note that damping could improve the VMP convergence under parallel schedule but requires all
the components {qft) (x;)}™_, being updated at each iteration. This leads to frequent computation
and communication for each node, which is not efficient if these nodes have different local
computation and communication resources. To reduce the computation burden of some nodes or
allow some nodes update more frequently than the others, we propose a randomized schedule,
which allows each node to independently update or not update the message with a predefined
probability. If one node does not update the message at an iteration, there is no need to retransmit
old messages to neighboring nodes at this iteration, which reduces the communication overhead
of the whole network as well as the computational complexity.

%
mined by a Bernoulli random variable %@» where Pr(wl(t) =1) =p; and Pr(wgt) =0)=1—p;
with p; € (0,1]. If wl@ = 1, then i € S, and qgt) (x;) will be updated. Otherwise, q-(t)(xi)

7

In particular, in randomized schedule, whether ¢, ’(x;) is updated at the ¢-th iteration is deter-

will be maintained as qgt)(xi) = qft_l)(xi). Furthermore, if p; = 1 for all ¢ = 1,2,--- . n,
randomized schedule reduces to parallel schedule. According to the strong law of large numbers,
Pr(limy_,o 3.1, Is, (i) — 00) = 1. This implies that randomized schedule is a valid message
passing schedule with probability 1.

)

Under randomized schedule, the update equation of ugt can be written as

®) _ & y-1p _ 17 ,,t=1) _,®y,, 1)
pi = (J; hy ZkeBiJ” iy, ) +(1=0; i, (16)
from which we obtain the update equation of pu® as
pl = WO B +d) + (T w)ply, (17)

where ¥® £ blkdiag(y\"T;, "L, - ,{P1,) and I is a dy x d; identity matrix. Since the

update equation of pu® in (17) includes random variables, (Y becomes a random sequence.



Therefore, the convergence needs to be defined probabilistically. In this paper, we study the

expectation convergence and mean-square convergence of u(*) as follows.

Proposition 6 Necessary and Sufficient Convergence Condition of Randomized Schedule in
Expectation Sense: In randomized schedule, the expectation E{\I,(k)}}fc:1[l.l:(t)] converge to the
exact marginal mean vector for any initialization p®© € R if and only if p(PB +1—P) < 1,
where P = blkdiag(p1, polo, - - -, puIi).

Proof: See Appendix B. [ ]
Comparing randomized schedule and parallel schedule with damping, we can see that ran-
domized schedule can be interpreted as a probabilistic damping. However, parallel schedule
with damping only uses one r to damp the update schedule while randomized schedule uses
a dedicated “damping” factor p; for x;. If we choose to use a single probability for all p; in
randomized schedule, the appropriate update probability to ensure expectation convergence can
be computed using the second case of Proposition 5 since the message update probability has

to take positive values.

Proposition 7 Necessary and Sufficient Convergence Condition of Randomized Schedule in
Mean-Square Sense: In randomized schedule, 'Y converges to the exact marginal mean vector
in mean-square sense for any initialization p© € RN if and only if p(®) < 1, where ® =
blkdiag(l; @ I'), I, @ I'y,--- L, @ T, )(B-I) @ (B-1))+ (PB-P)®I+1I® (PB —
P)+I®L In the above expression, Ty is a N x N diagonal matrix with the nonzero elements
Ty(i,i) = pg for all i = 1+ ZZ,;II dpsry -+ ,ZZ,:I dy and otherwise T'y(i,i) = pyp; with
i=14+3 0 dy, >0 dy and j # k.

Proof: See Appendix C. [ ]

V. CONVERGENCE RATE ANALYSIS AND SUMMARY
A. Convergence Rate

Note that basic serial schedule, group serial schedule, parallel schedule, and damped parallel
schedule use a periodic update of {p,l(t) ? .. In particular, for the basic serial schedule, if node

1 1s updated using (8) at time ¢, the update equation can be written as

p® = A0 LD 4@ (18)



where A is a block matrix with the nonzero block elements A,(j,z =1, for k # ¢ and
Ag) = —J;;'J;; for j € B;, and ¢ is a block vector with a nonzero block CZ@ =J;;'h;. If we
focus on p(® after every n updates (i.e., at t = n(l — 1)-th iteration with [ € N*), the update

equation of p® at the (¢ = nl)-th iteration can be written as

H(nl) _ HA(n7i+1)M(n(lfl))_FZHA(nkar’L#l)C(i). (19)
=1 =1 k>1

Similarly, for the group serial schedule, the one step update (8) can be written as
M(t) _ E(j)“(t—l) + p(j) (20)

where the block matrix E) has the nonzero blocks Egi) = —J;;'Jy for i € Cj, k € B; and
EEZ ) — 1 for i ¢ C;, and the block vector pY) has the nonzero blocks pgj | ih; for i € C;. If

we focus on ¢ being a multiple of m, i.e., t = ml with [ € NT, we have

pm = H E 7+ (m=1) 4 Z H E(m i) p0), (1)
j=1 j=1 k>j
Generalizing from (19) and (21), the update equation with any periodic schedule can be written
as
p" = Erp T 4 qp, (22)

for some Z and qp, where 1" denotes the period of a serial update. Note that parallel schedule
can be seen as a periodic update with 7" = 1. Furthermore, the damped parallel schedule update
equation (13) is also in the same form of the periodic update equation in (22). With the update
equation (22), if it converges, it is shown in the following proposition that the mean vector p(’"

for [ € N* converges at a linear rate.

Proposition 8 Linear Convergence Rate in Periodic Update Schedule: For the VMP periodic

(Tl

update schedule described by (22), if it converges, ™) for | € Nt converge linearly to the

exact marginal mean vectors when | — oc.

*

Proof: If the VMP converges, according to Theorem 1, limy_,oo ™" = limy oo p® = p* =
J~1h. Moreover, pu* satisfies the equality in (22), i.e.,

*

p=Erp’ +qr. (23)
Taking the difference between (22) and (23), we obtain

N(Tz) — = ET(H(T(Z_I)) — ). (24)
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As we assume the VMP converges, we must have p(Er) < 1, and there exists a matrix norm

||| such that |Z7| < 1. Taking such a norm on both sides of (24), we get ||pu!T) — p*|| <

|Z7|[||T¢D) — p*||. Thus we obtain
N -
i ey — ey < =l <1 (25)
which indicates that (™" for [ € N* converges linearly to p*. [ ]

Using Proposition 8, we can conclude that VMP in basic serial schedule, group serial schedule,
parallel schedule and damped parallel schedule all converge linearly to the true marginal mean
of p(x;) for all 7. On the other hand, for the probabilistic schedule, since its update equation
(17) after expectation would in the form of (22), Proposition 8 indicates that the expectation of
VMP under the randomized schedule converges linearly.

For damped VMP, when the allowable set of r in Proposition 5 is non-empty, one may wonder

is there any r that is more favorable than others? The following proposition gives an answer.

Proposition 9 Faster Convergence: When the damping factor set is non-empty, damping factor

r that leads to a smaller ||[rB + (1 — r)1|| has a lower convergence upper bound.

Proof: Taking the difference between (13) and (14), we have pu® — pu(>) = (rB 4 (1 —

7)) (= — p(>)). Thus we can obtain p® —p(>) = (rB+(1—7)I)*(u(® — p(>). Applying £,

(1) — ()|
RETIe

7B + (1 — r)I||%. Therefore, if 7 is chosen such that ||[rB + (1 — r)I||y is smaller, the upper

norm to the above equation, and using the property ||Ax||2 < ||Al2]|x||2, we have

bound of [|p® — p(>))||, will converge to zero faster. [

Proposition 9 indicates that we should choose a r that leads to the smallest ||rB + (1 — r)I||5
to ensure the fastest decrease of the convergence bound. Furthermore, even parallel schedule is
valid (i.e., » = 1 is inside the allowable set of r according to Proposition 5), it is worthwhile to
explore if there is a r that leads to smaller ||rB + (1 — r)I||2 such that the convergence speed
is faster. Therefore, damped VMP not only has the potential for converting a non-convergent
parallel schedule to a convergent one, by properly choosing the damping factor r, the convergence
speed can also be accelerated. Since ||rB + (1 — r)I||3 is a quadratic function with respect to
r, the r that leads to the minimum |[7B + (1 — r)I||» can be easily found. More evidence and

discussion will be provided in the simulation section.
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Table I: A summary of convergence conditions for VMP in different message schedules.

Schedule Convergence Condition Sufficiency or
Necessary
Any one of the following conditions is satisfied:
Any valid schedule (0 p(B)) <1 sufficiency

(2) J is diagonally dominant with J;; being diagonal matrices (Proposition 2)

(3) J is walk-summable (Proposition 3)

Basic serial schedule | Convergence guaranteed unconditionally -

Any group of variables being conditionally independent when variables in other
Group serial schedule -
groups are observed (Theorem 2)

Parallel schedule p(B) < 1 (Proposition 4) both

Parallel schedule | p(rB + (1 —7)I) < 1 (Proposition 5) both

with damping

Expectation convergence: p (PB + I — P) < 1 (Proposition 6)
Randomized schedule both
Mean-square convergence: p(®) < 1 (Proposition 7)

B. Summary of the Studied Schedules

In summary, three categories of message schedules, including serial, parallel, and randomized
message schedules, are described for VMP and their convergence properties are analyzed. A
comparison of message schedules and their convergence conditions is further illustrated in Table
I. Here are some suggestions for choosing a proper message schedule of VMP in practice. If
the convergence condition of VMP in damped parallel schedule is satisfied, damped parallel
schedule is preferred due to its fast convergence (further optimizing the damping factor r to
accelerate the convergence is possible). If the allowable damping factors include positive values
in the range (0, 1], we could replace damped parallel schedule by randomized schedule. This
would save communication overhead and computational complexity compared to damped VMP,
but the convergence speed may not be as fast as that of damped parallel schedule if the optimal
r in damped parallel schedule is a negative value. If VMP diverges in parallel schedule with
damping and randomized schedule, we can at least adopt serial schedule for VMP. A group serial
schedule with all random variables within each message group being conditionally independent
when other groups of variables are observed guarantees the convergence of VMP, and accelerates
the convergence compared to the basic serial schedule. Finally, if VMP converges in any of these
schedules, it is guaranteed to converge to the exact marginal mean vectors.

The complexity of VMP depends on the mean vector update of the variational marginal
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Fig. 1. An example of Gaussian Markov random field.

distributions, and requires d + (2|58;| + 1)d? multiplications and |B;| additions for each variable
x; € R%. For different schedules, the variables will be updated in different orders or probabilities.
Therefore, different schedules have the same complexity for each variable update, and their
complexities differ only in the number of iteration to reach convergence. Furthermore, according
to the complexity of AMP-type algorithms analyzed in [23, Table II], VMP has a similar
complexity as AMP and the Bayes optimal memory AMP.

VI. NUMERICAL RESULTS AND APPLICATIONS
A. Gaussian Markov Random Field

Consider a Gaussian Markov random field as shown in Fig. 1. The corresponding information
matrix J has ones along its diagonal and the (7, j)-th position being the coefficient on the link
between z; and z;. If there is no link between z; and x;, the corresponding position in J is zero.
It can be verified that such a J is positive-definite if —0.4550 < v < 0.3892. In the following,
we take v = 0.2,0.36, —0.4 as examples. As each variable in Fig. 1 is a scalar, we have d; = 1.
Moreover, we consider h = [1,1,1,1,1]7 and the initialization u(® = [0,0,0,0,0]”. In group
serial schedule, the nodes in Fig. 1 with the same color belong to the same group. These partition
groups satisfy the condition that all variables in each group are conditionally independent when
the variables in other groups are observed. According to Theorem 2, the VMP under group serial
schedule would converge and the means of the converged variational distributions are the exact

marginal means. It can be verified that 7B + (1 — r)I is a Hermitian matrix for any r, which

leads to ||rB + (1 —7)I||s = p(rB + (1 — r)I). The relative error e(t) = W from the true
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Fig. 2. Spectral radii versus damping factor r or update probability p; when v = 0.2.

marginal mean is used to measure the correctness and convergence of u(*) in different schedules.
Further illustrations and discussions are as follows.

1) v=0.2: Since J is a diagonally dominant matrix when v = 0.2, according to Proposition
2, we must have p(|B|) < 1, which is further verified in Fig. 2. Together with Theorem 1,
the mean vectors obtained by (8) would converge under any valid message schedule. Therefore,
VMP in basic serial schedule (denoted by Basic Serial VMP), group serial schedule (denoted
by Group Serial VMP), parallel schedule (denoted by Parallel VMP) and randomized schedule
(denoted by Randomized VMP) all converge. Various spectral radii required for convergence
verification listed in Table I are also shown in Fig. 2, and it can be seen that all spectral radii
are smaller than one.

The relative errors of u() obtained from VMP under different update schedules are shown

in Fig. 3. It can be seen that all considered schedules have their relative errors decrease to
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Fig. 3. Relative error e(t) when v = 0.2.

very small value when iteration number increases, showing they converge, with the basic serial
schedule converges the slowest while the parallel schedule converges the fastest. In between,
we have the group serial schedule improves on the basic serial schedule, but still slower than
damped parallel schedule and randomized schedule. Furthermore, it is observed that the damped
VMP with optimal r = 1.04 (identified from Fig. 2 with the smallest spectral radius) converges
faster than parallel schedule without damping. Gaussian BP converges much faster than all VMP
schedules because Gaussian BP updates both the mean vector and covariance in each iteration,
while VMP only updates the mean vector. Note that Gaussian BP is guaranteed to converge in this
setting, as J being diagonally dominant is a sufficient condition for Gaussian BP convergence.

2) v =0.36: From Fig. 4, it is observed that p(|B]|) > 1 in this setting, thus VMP does not
necessarily converge given any valid message schedule. But fortunately, p(B) < 1 in this case, so
VMP would converge in parallel schedule. Furthermore, Fig. 4 shows that both the expectation

and mean-square convergence conditions for randomized VMP are satisfied for any p € (0, 1].
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Fig. 4. Spectral radii versus damping factor r or update probability p; when v = 0.36.

The convergence of VMP under various schedules is numerically verified in Fig. 5. Notice that
with a direct verification, the necessary and sufficient convergence condition of Gaussian BP in
[18, Theorem 1] is not satisfied. This explains that Gaussian BP diverges in Fig. 5.

3) v = —0.4: In Fig. 6, since p(|B|) > 1, VMP may not be guaranteed to converge in any
valid message schedule. Moreover, since p(B) > 1 in this case, according to Proposition 4,
parallel VMP will diverge. Fortunately, from Fig. 6, we can see that there is a wide range of p;
or r that would make the corresponding spectral radii smaller than one. This means that parallel
schedule with damping or randomized schedule would converge if we choose the damping factor
or the update probability properly. In particular, according to Proposition 5, the range of r that
make the damped VMP convergent is r € (0,0.9864). For randomized VMP, Fig. 6 indicates
that the expectation convergence requires p € (0,0.9864) and the mean-square convergence

requires p € (0,0.9815). The convergence behaviors of VMP under various schedules are further



26

T T T T w V' v
104 ¢ 3
102 ‘ -~ @ ¢ |—o—Gaussian BP
= L —0o— Basic Serial VMP
y ‘ . —o— Group Serial VMP
% 1096 NRa O\ o/~ —u»—Damped VMP(r = 0.7)
- ; \\ﬁa"sg\z i —#— Randomized VMP(p; = 0.7)
;c% E b ':\g\‘ O~ —y— Parallel VMP
— -2 :_ N 7 % - - =3F - — 1.
g 107} N '\* 4 % - Damped VMP (7 E1 07)
107 ¢
E Y Ny
1 0'6 | 1 1 t{ 1 N
0 50 100 150 200 250 300

Iteration index ¢

Fig. 5. Relative error e(t) when v = 0.36.

demonstrated in Fig. 7, which is consistent with that predicted by the theories. Notice that through
numerical calculation, the necessary and sufficient convergence condition of Gaussian BP in [18,

Theorem 1] is not satisfied. Thus Gaussian BP does not converge in Fig. 7.

B. Distributed Peer-to-Peer Rating

In social networks, the ratings on product items are likely to affect users’ choices. We may
share our ratings on certain items while at the same time affected by the ratings posted by others.
This corresponds to the peer-to-peer rating problem in (1), whose solution can be obtained by
computing the marginal means of p(x) in (2). Thus the peer-to-peer rating problem can be solved
by VMP.

To illustrate this application, we generate a network with n = 100, d; = 2, w;; being uniformly
distributed from 0 to 1 if there exists a relation between user ¢ and user £ and equaling to zero

otherwise, and 5% of users do not have initial ratings with a; = 0 while «; = 1 for other users.
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Fig. 8 shows an example network of peer-to-peer rating. In Fig. 8, different colors are used
to denote the node grouping in group serial schedule, where the nodes having the same color
belong to the same group. The grouping is obtained by using a graph coloring algorithm [38].

It can be directly verified that J for the network in Fig. 8 is a diagonally dominant matrix
with diagonal block matrices {J;;}? ;. According to Proposition 2, we obtain p(|B|) < 1, which
implies that VMP converge in any valid message schedule. This is numerically verified in Fig. 9,
which shows the relative error of the estimated marginal mean vectors of VMP in different
schedules. In particular, since the network in Fig. 8 is large, basic serial schedule can be very
slow. Group serial schedule improves the convergence speed significantly, while the parallel
schedule without damping or with damping factor r = 1.03 converges faster. On the other hand,
for the damped parallel schedules, through direct computation, we obtain the allowable damping

factor € (0,1.2294) according to Proposition 5, and the r that minimizes ||rB + (1 — 7)I||2
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Fig. 7. Relative error e(t) when v = —0.4.

is r = 1.03. From Fig. 9, it can be seen that the setting » = 0.75 converges slower than that
of r = 1.03, which verifies the prediction from Proposition 9. For the randomized schedule, we
considered two variations. The first one uses p; = 0.75 for all 2, while the second one draws
each p; from uniform distribution between (0.5, 1). It is observed that randomized VMP schedule
with p; = 0.75 for all nodes converges almost at the same speed as that of the damped VMP.
Furthermore, it is found that randomized schedule with the same message update probability for

all nodes converges slightly faster than diverse message update probabilities among nodes.

C. Distributed Downlink Beamforming

Consider a cellular network of N cells, where users within a cell do not interfere with each
other and each particular channel is assigned to only one user. However, user interference may

come from other cells. It is assumed that intercell interference only comes from immediate
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Fig. 8. Peer-to-peer network and group partition.

neighboring cells. In distributed downlink beamforming, multiple base stations (BSs) cooperate
to transmit the information to multiple users.

The received signals of users can be written in a vector form

y = Hx + n, (26)
where x £ [21,29,---,2n]7 € CV with z, being the transmitted signal at BS n, y =
[y1, 92, - -+, yn]? € CN with y; being the recevied signal at user i, and n = [ny,ng,--- ,ny|? €

CV with n; being the complex Gaussian noise with zero mean and variance 0. The matrix
H € CV*¥ denotes the downlink channel matrix with H(7,j) being the channel coefficient

from BS 7 to user j. For the complex-valued equation in (26), it is equivalent to

Riy}| _|R{E} —S{H}| |R{x}| | R{n} o
iy} |sHY ®RE}| [ [SW)]
N—— N e N e’

—
y H x n
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where R{-} and 3{-} denotes the real part and imaginary part, respectively.

In the simulations, we consider a hexagonal network of N = 49 cells and the transmit beam-
former with the form KH” (HH” + £I)~! [5]. Thus the transmitted signal x = KH” (HH” +
BI)~'s, where s = [R{s}? 3{s}”]|” denotes the intended signal to users. Following [5], it is
assumed that {s;}Y, are i.i.d. complex Gaussian variables with zero mean and unit variance.
Moreover, in the simulations, we set X = 1 and 5 = N/SNR =7, where SNR = % = 7 with
P, denotes the power constraint imposed on the transmit beamformer. Furthermore, H(i, j) is
a complex Gaussian variable with zero mean and unit variance if there exists a link between
BS 7 and user j. The VMP under different schedules will stop when the relative error is less
than 107° or the maximum iteration 10000 is achieved. The results in this section are obtained
through 10000 independent random channel realizations.

To illustrate the convergence probabilities and convergence speeds under different schedules,

Fig. 10 shows the cumulative distribution function (CDF) of minimum iteration number that
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guarantees e(t) < 107%. As expected, VMP under basic serial schedule and group serial schedule
converge with 100% probability. Although VMP in parallel schedule and Gaussian BP could
converge faster than VMP in serial schedules, they only converge in less than 50% of the
trials. However, for the damped VMP with r» = 0.95 or randomized VMP with p; = 0.95, they
increase the convergence probabilities significantly, albeit cannot reach 100%. On the other hand,
if damped VMP with r = 0.7 or randomized VMP with p; = 0.7 is used, it is observed that
both damped VMP and randomized VMP not only reach 100% convergence probability, but also
achieve much faster convergence speeds than parallel VMP. This is due to the proper selection
of the damping factor r that accelerates VMP convergence as discussed in Proposition 9 and
randomized VMP can be treated as probabilistic damped VMP. The simulation results clearly

show the trade-off between chance and speed of convergence in VMP under different message
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passing schedules

VII. CONCLUSIONS

In this paper, VMP was adopted to compute the marginal means in Gaussian graphical
models under different message update schedules. To establish the legitimacy of using VMP,
it was proved that if VMP converges, the means of the converged VMP are the exact marginal
means. In order to find the optimal variational marginal distributions, serial schedule, parallel
schedule and randomized schedule were applied to VMP. The VMP in basic serial schedule is
always guaranteed to converge but could be slow in convergence. To accelerate the VMP with
convergence guarantee, group serial schedule with all variables in each group being conditionally
independent when other groups of variables are observed was proposed. On the other hand,
parallel schedule updates each node’s message at each iteration, offering an efficient update
in distributed and large-scale networks. However, parallel schedule might not converge in a
particular Gaussian graphical model. To enlarge the class of models where parallel schedule
would converge, damping was applied, and a set of feasible damping factors was derived.
Furthermore, randomized schedule, where only a random subset of the variational marginal
distributions were updated in each iteration, was introduced to reduce the computation and
communication overheads. With the interpretation of probabilistic damping, the necessary and
sufficient convergence conditions of random schedule was established in expectation sense
and mean square sense. Numerical results and applications were presented to corroborate the
convergence properties of various schedules, illustrating the trade-offs between the speed and

ease of convergence.

APPENDIX
A. Proof of the transmitted symbol vector equivalent to the mean vector of a Gaussian model

The mean of a high-dimensional Gaussian distribution with J = H'H + 81 and h = KH's

can be computed by
m=J"'h=HH+pI) 'KH's (28)

=K Y (' H'H + 1) 'H's. (29)
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According to Woodbury matrix identity (I + UV)™'U = U(I + VU)"!, by setting U = HT
and V = 5~'H, we have

(BTH'H+I) ' H = H" (7 'HH" +1)".. (30)

By substituting (30) into (29), we obtain
m = K 'HY(3'HH? + 1)~ 's (31)
= KH'(HH” + BI) s, (32)

which is the downlink transmitted symbol vector in distributed beamforming in [5].

B. Proof of Proposition 6

From (11), we obtain the converged mean vector p* = (I — B)~!'d. It can easily verified that

p* satisfies (17) as
p =By +d)+ T8 (33)
Taking the difference between (17) and (33), we obtain
p® — = (le(t)B 41— \Il(t)> (u(t—l) — u*) (34)
T (v e )

Taking the expectation on both sides of (35), we get

-1
By, (10— 7] = [T Bawn @ B+I-00] (0 ). (36)

This is due to the i.i.d. property of {wi(t) n_ for all t. Since Eyn @ MB+I-wM] =
Egi [T PBHAE (0 [T and By v [T'] = P with P = blkdiag(p,I;, pola, - - -, pull),
we obtain Eg [T "B +1— ¥"%] = PB+1—P. Further taking the limit on both sides of

(36), lim;_, E{‘P<k)}§c:1[u(t)}—u* =limy_,oo (PB+I—-P)" (u(o) —u*). Therefore, lim;_, E{‘I,(k)}ZZI [u(t)}
converges to p* for any initialization p(®) € RY if and only if lim,_,. (PB + I — P)" = 0, which

is satisfied if and only if p(PB+1—-P) < 1.
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C. Proof of Proposition 7

First, taking the difference between (17) and (33), we obtain
u® — oyt = (\Il(t)B Y1 \W) (uD — ). 37)

Denoting = 2 $®B + I — ¥® and further taking the Kronecker product on both sides of (37),

we get

(" —p) @ (W —p) = (EE) (b —p) @ @) —pu). (38)

Taking the expectation on both sides of (38) with respect to {\Il(k)}fgzo, it leads to

Egwy_ [(BY —p*) @ (b9 — p*)] = EguERE]E gy (u"V—p") @ (u! V"],
(39)

where = only depends on U® and =Y — * depends on {\Il(k)}};;ll. Since the iterative equation
of Eqguy (' —p*) @ (u® —p*)] in (39) is a linear equation, Eqgty () —p*) @ (u® —
p*)] converges to zero for any initialization (%) € RY if and only if p(Egw [E ® E]) < 1 [35,
Proposition 2.6.1].

Next, we prove that E{‘I’(M}Zﬂ[” p® — p*||2] converges to zero for any initialization pu(®) €

RY if and only if E{‘I'(k’}i.:l[(“(t) — p*) ® (u® — p*)] converges to zero. On one hand, if

Egooy (0O — p*) @ (u® = p*)] = 0, then By, (1" — ) (n! = p12)] = 0 for all

k=1
i,7=1,2,---, N.By taking ¢ = j, we obtain E{\I,(MHH[(MZ(-”—M;‘)ﬂ =O0foralli=1,2,---, N,

which implies g0y [[[6® — p*||?] = 0. On the other hand, if Ergwy | [[® —p*)?] = 0, it

implies By (19 —p)?] = Oforalli = 1,2,--- , N. Using the Cauchy—Schwarz inequality,

(t)

we have [Eqguwy [(” =) (1) = i0)1P < Bpguoy (8 = 1) 1B gy (1 — )2 =0,
(®)

which implies E{\I,(k)}z:l [(/Lgt) — i) (p;” — 415)] = 0. Therfore, we have E{‘I’“)}Zzl () — ") ®
(b —p)] =o0.
With the results from the above two paragraphs, it can be concluded that E gy, 71[||y,(t) -

| 2

p*||3] converges to zero for any initialization p(® € RY if and only if p(Eg [E® F]) < 1,

1.e.,
p(E.I,<t>[(‘I’(t)B+I—\IJ(t))®(‘Il(t)B+I_\IJ(t))D <1, (40)

where By [(TWB +1 - 90) @ ($UB +1 - 9Y)] = E 0 [¥Y @ Y] (B -1) ® (B —
D)+ (Ego [TY)(B-1)@T+1® (Egu[®Y)(B —1)) + I® I Further, we obtain Eg ) [T
W] = blkdiag(l; ® T';,I, @ T'y,--- ,I, ® T,)), where T'; is a N x N diagonal matrix with
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the nonzero elements I'y(i,i) = p; for all i = 1 + 212;11 diry - - ,ZZ,:l dr and otherwise
Ty(i,1) = prp; with i = 1+ 37" dpr, -+ 32, _ dp and j # k. Further with Eg ) [®)] = P,
we get By [(TOB+I-¥ )@ (@OB4+1-w®)] = bikdiag(I; ®T, I,&Ty, - -- , 1,21, ((B—
I)®(B-1))+(PB—P)®I+I®(PB—P)+I®I. Therefore, Epgwy [[| 26 — pa*||2] converges to
zero for any initialization u(®) € RY if and only if p(blkdiag(I, ®T';,I,®T, -+ ,L,&T,)((B—
DNeB-1)+(PB-P)21+I(PB-P)+1I®I) < 1.
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