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Abstract Deep learning models have been extensively applied to various aspects of hydrogeological
modeling. However, traditional approaches often rely on separate task‐specific models, resulting in time‐
consuming selection and tuning processes. This study develops an integrated Latent Diffusion Model (LDM)
framework to address four key hydrogeological modeling tasks: aquifer heterogeneity structure generation,
surrogate modeling for flow and transport, and direct inversion of aquifer heterogeneity structure. Using a
consistent architecture and hyperparameters, the LDM demonstrates robust multi‐task processing capabilities,
accurately capturing aquifer heterogeneity, enabling rapid predictions of hydraulic head and solute transport,
and efficiently performing direct inversion without iterative simulations. By integrating multiple tasks within a
single framework, LDM eliminates the need for task‐specific models or extensive parameter optimization,
offering an efficient and adaptive general solution for deep learning‐based hydrogeological modeling. Its
generalization across diverse objectives underscores its potential as a cornerstone for advancing Artificial
General Intelligence in hydrogeological modeling.

Plain Language Summary Hydrogeological modeling is critical for water resource management and
environmental protection, but their complex and variable nature makes accurate modeling challenging.
Traditional approaches rely on separate models for tasks such as simulating water flow, predicting solute
transport, or identifying subsurface structures, and each task requires significant time and effort for setup and
adjustment. This study introduces an Latent Diffusion Model (LDM) framework that efficiently performs
multiple hydrogeological modeling tasks. The LDM generates detailed representations of subsurface
heterogeneity, efficiently predicts flow and mass transport, and directly identifies underground structures from
observed data without iterative simulations. By integrating these capabilities into a single framework, the LDM
streamlines workflows, reduces computational demands, and improves adaptability across diverse scenarios.
This innovative approach not only enhances modeling efficiency but also lays the foundation for intelligent
systems to address complex environmental challenges.

1. Introduction
Artificial General Intelligence (AGI) refers to a system that can understand, learn, and apply knowledge across
a wide range of tasks, exhibiting cognitive abilities similar to those of humans. While significant progress has
been made in narrow AI, true AGI remains an elusive goal. Key characteristics include the ability for
autonomous reasoning, transfer learning, and domain‐independent problem‐solving (Fei et al., 2022; Kuusi &
Heinonen, 2022). Among various capabilities required for AGI development, multi‐task processing represents
an essential component, particularly in domains like hydrogeological modeling where integrated approaches are
needed to address complex, interconnected problems. The development of AGI in hydrogeological modeling
could revolutionize how we approach subsurface characterization, enabling systems that can seamlessly tran-
sition between different modeling tasks, adapt to new scenarios without extensive retraining, and integrate
diverse data sources in ways that mimic human expertise. Such capabilities would be particularly valuable for
addressing challenges like real‐time aquifer management, complex contamination scenarios, and climate
change impacts on groundwater systems. This transformative vision holds significant potential for numerous
fields, including environmental and earth sciences, where the complexity and variability of systems (e.g.,
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groundwater flow and subsurface contaminant migration) necessitate more integrated and flexible modeling
approaches.

Accurate modeling of groundwater flow, solute transport, and aquifer heterogeneity is essential for effective
water resource management and environmental protection (Harp et al., 2008; Kitanidis, 2015; Rajaram & Gel-
har, 1995; Rizzo & de Barros, 2019). However, the inherent complexity of subsurface environments, charac-
terized by multiscale heterogeneity and limited observational data, presents significant challenges for traditional
modeling approaches (Carrera et al., 2005; Jankovic et al., 2017; Scheibe et al., 2015; Song et al., 2019; Zhu &
Yeh, 2005). Existing methods often rely on a series of task‐specific models, each optimized for a single objective,
such as predicting contaminant transport or describing aquifer structures. While these models have demonstrated
utility, they are time‐consuming, computationally expensive, and require extensive calibration and optimization
for each task (Sbai, 2020; Zhan et al., 2023). Moreover, the need to integrate diverse data sources and types, such
as borehole measurements, hydraulic head distributions, and solute concentrations, further complicates traditional
modeling workflows.

Recent advances in deep learning (DL) have shown promise in addressing some of these challenges by offering
more flexible, data‐driven approaches to subsurface modeling (Ershadnia et al., 2024; Kang et al., 2021; Mo
et al., 2020; J. Zhang et al., 2024). However, achieving different objectives often require distinct model archi-
tectures, resulting in a proliferation of task‐specific designs. Previous studies frequently employed separate DL
models tailored to individual tasks, such as flow prediction or aquifer structure characterization (Cui et al., 2024;
Moeini et al., 2024; Zhan, Dai, Soltanian, & Zhang, 2022), without a unified approach. The selection and tuning
of models is a time‐intensive process, which may offset the efficiency gains promised by DL methods.

From a lifecycle perspective, the reliance on multiple specialized models may limit the advantages of DL ap-
proaches over traditional computational methods, thereby constraining their broader adoption in hydrogeology to
overcome these limitations, the multi‐task processing capabilities of AGI present a compelling alternative. AGI
enables a single model to handle diverse objectives without requiring task‐specific architectures or extensive
parameter adjustments (Feng et al., 2024). This integrated approach enhances the overall efficiency of subsurface
modeling and represents a significant step toward realizing the vision of AGI in hydrogeological applications.

Latent Diffusion Model (LDM), as a next‐generation generative artificial intelligence model, offer a promising
solution to this challenge. LDM have been widely applied in various image generation tasks (Rombach
et al., 2022). Popular models such as Stable Diffusion and DALL·E 3, which power advanced tools such as
ChatGPT, are either based on or incorporate LDM (Bengesi et al., 2024). These models excel at a variety of image
processing tasks, including generating images conditioned on text or other inputs, modifying specific regions,
filling missing areas, and repairing damaged or aged images (Yang et al., 2023). Compared to earlier generative
models, such as Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs), LDM offer
more stable training, enhanced control over conditional generation, and the versatility to handle multiple tasks
(Lee et al., 2024). Moreover, unlike other diffusion models such as Denoising Diffusion Probabilistic Models
(DDPMs), LDM operate in latent space, significantly reducing training time and computational resource re-
quirements (Blattmann et al., 2023).

Inspired by the success of LDM in image generation, their robust training processes, strong conditional control,
and multi‐task learning capabilities make them highly suitable for addressing various challenges in hydro-
geological modeling (Di Federico & Durlofsky, 2024; X. Zhang, Jiang, Wei, et al., 2024). This study investigates
the potential of LDM in advancing multi‐task processing capabilities for hydrogeological modeling applications.
By leveraging the multi‐task capabilities of LDM, we aim to address four critical tasks in hydrogeological
modeling: generating single‐scale aquifer heterogeneity, generating multiscale heterogeneity, constructing sur-
rogate models for groundwater flow and solute transport, and directly identifying aquifer heterogeneity structure
from observational data. These tasks are performed within an integrated LDM framework, leading to the
development of a versatile hydrogeological modeling framework that facilitates multiscale aquifer character-
ization and eliminates the need for multiple specialized models. This single‐model approach provides a powerful
alternative to traditional hydrogeological modeling, enhancing computational efficiency and adaptability across
diverse scenarios. Furthermore, this contributes to exploring the multi‐task processing capabilities required for
future AGI models in hydrogeology.
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2. Problem Statement
This section outlines four key tasks designed to address challenges in hydrogeological modeling using a LDM
framework:

2.1. Single‐Scale Aquifer Heterogeneity Structure Generation

This task evaluates the ability of LDM to represent single‐scale aquifer heterogeneity using low‐dimensional
latent random variables. Acting as a parameterization model, it facilitates uncertainty analysis of heteroge-
neous aquifer structures (Laloy et al., 2018). For this, 10,000 two‐dimensional aquifer facies structures were
generated as training samples using indicator kriging simulation based on transition probabilities (details in
Supporting Information S1, Text S1 in Supporting Information S1). The data set was built using data from five
hypothetical boreholes (Figure S2 in Supporting Information S1). Each facies structure measures 80 m × 40 m
and is discretized into 3,200 uniform grids, comprising two facies: high‐permeability and low‐permeability zones
(see Figure 2). Such type of heterogeneity, that is, binary, has been shown to control flow and transport process in
the subsurface environment (Dai et al., 2005; Gershenzon et al., 2015).

2.2. Multiscale Aquifer Heterogeneity Structure Generation

Building upon Task 1, this task investigates the performance of LDM in generating multiscale aquifer hetero-
geneity by incorporating permeability heterogeneity within facies. This ensures that the permeability distribution
is constrained by the large‐scale facies structure, with permeability values within each facies adhering to specified
geological statistical distributions. The training data set comprises the 10,000 large‐scale facies structures from
Task 1, combined with 10,000 small‐scale permeability fields generated using the Karhunen–Loève expansion
(KLE) (Yang et al., 2004). Two different Gaussian distributions were considered for the permeability fields
within the two lithologies. Specifically, the permeability fields corresponding to the high‐ and low‐permeability
facies have mean log‐permeability values of 4 and 0, respectively, both facies share the same variance of the log‐
transformed permeability, given by σ2Log (K) = 0.5,the correlation lengths differ between facies, with the high‐
permeability facies having a correlation length of λH = 15 and the low‐permeability facies having λL = 10.
Details on determining multiscale heterogeneity priors are provided in Text S5 in Supporting Information S1.
While we demonstrated the framework using binary facies, it can be extended to multiple facies by simply
training with multi‐facies samples generated from GEOST and KLE, without modifying the model architecture or
training process.

2.3. Groundwater Flow and Solute Transport Surrogate Modeling

This task explores the use of LDM to construct surrogate models for groundwater flow and solute transport in
heterogeneous aquifers. These surrogate models rapidly map aquifer facies structures to observed data, such
as hydraulic heads and solute concentrations, accelerating iterative processes in data assimilation. Using the
10,000 facies structures from Task 1, tracer tests were simulated over two months using TOUGHREACT.
The model domain featured constant hydraulic head boundaries on the left and right, creating a hydraulic
gradient of 5 × 10− 3, while other boundaries were impermeable. A tracer was injected at a rate of 0.04 kg/s
across the full thickness near the left boundary (See Figure S2 in Supporting Information S1). Hydraulic head
and solute concentration fields were recorded at five time points during injection. This generated a training
data set consisting of facies structures paired with their corresponding hydraulic head and solute concentration
fields.

2.4. Direct Inversion of Aquifer Heterogeneity Structure

This task assesses the ability of LDM to directly invert aquifer heterogeneity from observational data, such as
hydraulic head and solute concentration fields, without iterative simulation or traditional data assimilation
methods. The same training data from Task 3 were used, but the model was applied in reverse, predicting large‐
scale facies structures from observational data. Details on this process are provided in Section 3.
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3. Method
This section describes the LDM framework implemented to address four key tasks in aquifer heterogeneity
characterization. The methodology includes an overview of the LDM architecture, task‐specific adaptations, and
implementation steps.

3.1. Overview of Latent Diffusion Models Framework

The LDM framework comprises three main components: an encoder, a denoising diffusion probabilistic model
(DDPM), and a decoder (See Figure 1a). The encoder compresses high‐dimensional data into a compact latent
space, while the decoder maps the refined latent variables back to the high‐dimensional data space. DDPM, the
core component, includes forward diffusion and reverse denoising phases. The forward phase progressively adds
Gaussian noise to latent variables using a linear noise scheduler (Figure S3 in Supporting Information S1), while
the reverse phase employs a U‐Net neural network to remove noise and reconstruct the data. A conditioning

Figure 1. The Latent Diffusion Model framework and task implementation: (a) Variational Autoencoder, (b) U‐Net, and schematic diagrams for (c) Single‐scale
heterogeneity generation, (d) Multiscale heterogeneity generation, (e) Surrogate modeling, and (f) Direct inversion.
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mechanism enables sample generation based on external conditions during denoising. The framework utilizes
residual network modules and attention mechanisms in its encoder, decoder, and U‐Net components. To explore
general performance across different tasks, the structure remains consistent, maintaining the same number of
residual and attention modules, convolutional channel dimensions, noise levels, timesteps, and iterations.

Additionally, LDM's conditional control mechanism enables sample generation based on external conditions
(e.g., images or other features) during denoising. In this study, images representing facies, hydraulic head, or
concentration distributions serve as conditioning information. The conditioning process involves resizing the
control image to match the latent variable's dimensions and directly stacking them with the latent variables at each
denoising step during each denoising step (see Figure 1b), the architectural details and process description of the
LDM are given in Supporting Information S1: Texts S3 and S4 in Supporting Information S1. By concatenating
the conditioned image with the latent variable at each step, the model generates samples that meet the specified
conditions. The final conditioned latent variable is then fed into the pre‐trained decoder to predict facies structures
or distributions of hydraulic head and concentration under specified conditions.

In this study, residual network modules and attention mechanisms are utilized to construct the encoder, decoder,
and the U‐Net within the DDPM of the LDM model, as shown in Figures 1a and 1b. To explore the general
performance of the LDM model across different tasks, the structure of the encoder, decoder, and DDPM remains
consistent across tasks. This includes maintaining the same number of residual and attention modules, con-
volutional channel dimensions, initial and final noise levels, total timesteps, and number of iterations. Detailed
descriptions of the specific module structures and network configurations are provided in the Supporting
Information S1.

3.2. Implementation for Specific Tasks

The LDM framework is capable of performing different tasks by utilizing the training data sets described in
Section 2. By training the model on these data sets, various functions can be achieved. The specific imple-
mentation for each task is as follows:

3.2.1. Single‐Scale Aquifer Heterogeneity Structure Generation

As shown in Figure 1c, the training process begins by encoding and decoding 10,000 aquifer facies‐structure
samples. After training, the encoder converts these 10,000 facies‐structure samples into 10,000 corresponding
latent variable samples. In this study, the size of the latent variables for all tasks is set to be one‐fourth of the
original data. The DDPM model is then trained using these latent variables, where Gaussian noise is iteratively
added in the forward diffusion process, followed by the reverse diffusion process that gradually removes the
noise. The U‐Net network is used in the reverse process to minimize the mean squared error (MSE) between
predicted and actual latent variables.

Importantly, no conditional constraints are applied when generating single‐scale aquifer heterogeneity structure.
After the model is trained, a random Gaussian noise vector is generated and passed through the U‐Net model,
which applies the reverse diffusion process to generate a new latent variable. This latent variable is then decoded
to produce the corresponding aquifer facies structure. Similarly, the same approach can be used to generate
permeability fields, with the only difference being that the training data for the encoder and decoder would be
replaced with permeability fields instead of facies structures.

3.2.2. Multiscale Aquifer Heterogeneity Structure Generation

As shown in Figure 1d, the training process begins by using 10,000 permeability fields as the training data to train
the encoder and decoder. After training, the encoder converts the permeability fields into corresponding latent
variables. During the DDPM training phase, the facies‐structure samples corresponding to the permeability fields
are used as conditional constraints. These are integrated into the reverse diffusion process through a convolutional
layer, which controls the formation of the final latent random variable. Once the DDPM is trained, a random
Gaussian noise vector is generated, and the corresponding facies structure is given as a condition. The latent
variable is generated and then passed through the decoder to generate the permeability field, constrained by the
facies distribution in space.
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3.2.3. Groundwater Flow and Solute Transport Surrogate Modeling

As shown in Figure 1e, during surrogate model construction, the encoder and decoder are trained using hydraulic
head and concentration distribution fields as training data. The model learns to convert these fields into latent
variables. The DDPM reverse diffusion process is guided by the aquifer facies structure, generating the corre-
sponding latent variables, which are then decoded into the corresponding hydraulic head and concentration
distribution fields. This enables a rapid mapping from aquifer facies structures to hydraulic head and concen-
tration fields.

3.2.4. Direct Inversion of Aquifer Heterogeneity Structure

As shown in Figure 1f, the direct inversion task is the reverse of the surrogate model mapping. In this task,
hydraulic head and concentration fields are used as inputs to predict the aquifer facies structure. The training
process involves learning and training facies structure samples using a VAE, encoding them into low‐dimensional
latent variables. During the DDPM training phase, hydraulic head and concentration fields serve as constraints,
guiding the generation of latent variables. After training, for a given hydraulic head and concentration field, a
corresponding facies structure is generated by applying the reverse diffusion process to a random Gaussian noise
input and passing it through the decoder.

4. Results and Discussion
This section presents the results of applying the LDM framework to the four tasks outlined in Section 2. All tasks
utilized the same VAE and DDPM architecture without any modifications to the network layers, channels, loss
functions, learning rates, or batch sizes. This intentional design choice aimed to investigate the generalization
capability of the LDM framework and evaluate its potential as a unified tool for multi‐task hydrogeological
modeling, contributing to the advancement of AGI in hydrogeology.

4.1. Single‐Scale Aquifer Heterogeneity Generation

The LDM framework successfully generated single‐scale aquifer facies structures with statistical and spatial
properties closely matching those of the training samples. Figure 2 provides a detailed comparison between the
generated and training structures. The reconstructed facies probability distribution (Figure 2d) aligns almost
perfectly with the training data (Figure 2a), indicating that the model effectively captures the spatial distribution
of facies in aquifer structures. Additionally, the randomly generated facies structures (Figures 2e and 2f) exhibit
spatial connectivity and distribution patterns consistent with the training samples (Figures 2b and 2c).

From a geological statistical perspective, the LDM framework preserved key volumetric and geometric features
of the training data. For example, as shown in Figures 2g–2i, the generated structures demonstrate a similar
volume proportion of low‐permeability facies, accurately reflecting the overall facies distribution. The horizontal
and vertical lengths of low‐permeability facies closely match those of the training structures, highlighting the
model's ability to capture directional continuity and anisotropy in aquifer systems.

This task emphasizes the LDM's ability to generate realistic single‐scale aquifer heterogeneity without requiring
explicit conditional constraints. Although this study focused on binary facies structures, the framework can easily
be adapted to generate other single‐scale heterogeneity representations, such as permeability fields, by replacing
the VAE training samples. Compared to traditional parameterization models, such as GANs or VAEs, the LDM
offers improved training stability and generation performance (Lee et al., 2024; X. Zhang, Jiang, Zheng,
et al., 2024), making it a robust tool for stochastic generation and uncertainty analysis.

4.2. Multiscale Aquifer Heterogeneity Generation

Building on single‐scale generation, the LDM framework demonstrated strong performance in generating mul-
tiscale aquifer heterogeneity by incorporating permeability fields within facies distributions. Figure 2j compares
the permeability distributions of the training samples with those generated by the model, while Figures 2k and 2l
display examples of generated permeability fields conditioned on two randomly selected facies structures. These
results indicate that the permeability fields generated by the LDM adhere to the geological constraints defined by
the facies, with permeability values conditioned on the spatial extent and type of facies. Each facies type exhibits
distinct permeability distributions, and the generated permeability fields have a bimodal permeability coefficient
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Figure 2. Comparison of aquifer facies and permeability fields generated by Latent Diffusion Model (LDM): (a) Training sample probability distribution of facies 1; (b,
c) Randomly selected training facies structures; (d) Reconstructed facies probability distribution; (e, f) LDM‐generated facies structures; (g–i) Statistical comparisons of
volume proportion, horizontal length, and vertical length; (j) Permeability distribution comparison; (k, l) Randomly generated permeability fields.

Geophysical Research Letters 10.1029/2024GL114298

ZHAN ET AL. 7 of 12

 19448007, 2025, 3, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024G

L
114298, W

iley O
nline L

ibrary on [11/12/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



probability distribution that closely matches the distribution in the training samples. This reflects the ability of the
LDM model to generate permeability fields that are consistent with facies types in a reasonable manner.

Although some existing works, such as Cui et al. (2024), achieve similar functionality by using two separate
GANs to generate facies and permeability fields, these methods require different model structures and parameters
for heterogeneous structure generation at different scales. This necessitates selecting and tuning models for each
scale individually. In contrast, the LDM model achieves this within the same framework and hyperparameters,
significantly simplifying the workflow for multi‐scale aquifer heterogeneity modeling. This makes the LDM
framework a promising tool for applications that require both large‐scale structural features and fine‐scale var-
iations, such as pollutant transport modeling or multi‐scale aquifer heterogeneity characterization.

4.3. Surrogate Modeling of Groundwater Flow and Solute Transport

After training, the groundwater flow and solute transport surrogate model based on the LDM framework, similar
to other DL‐based surrogate models, can quickly predict concentration and head distribution fields at multiple
time steps by inputting different aquifer heterogeneity structures (in this case, facies structures). The prediction
typically takes only a few seconds. In terms of simulation accuracy, Figures 3a and 3b show scatter plots
comparing the true values from TOUGHREACT simulations with the concentration and head predictions for
1,000 randomly generated aquifer structures by the LDM model. The correlation coefficients for both head and
concentration predictions exceed 0.99. Further spatial accuracy assessment of the surrogate model is conducted
by comparing the predicted and true head and concentration fields. Figures 3d and 3e present results for two
randomly selected aquifer structures, with predictions for both single time step head distributions and solute
concentration fields at five different time steps. The predicted distributions (Figures 3d and 3e: Pred Con and Pred
Head) closely match the distributions generated by TOUGHREACT (Figures 3d and 3e: True Con and True
Head), highlighting the potential of the LDM framework in providing high‐fidelity approximations of flow and
transport fields.

In addition to facies‐based predictions, the LDM surrogate model can be easily adapted for other representations
of small‐scale heterogeneity, such as permeability fields. By replacing the VAE training samples with perme-
ability fields and adjusting the DDPM's conditional constraints to reflect these fields, the LDM can map
permeability distributions directly to flow and transport outcomes. This flexibility makes the LDM a powerful
alternative to traditional surrogate modeling approaches.

4.4. Direct Inversion of Aquifer Heterogeneity Structure

The direct inversion task is a challenging application that requires the model to infer large‐scale facies structures
directly from observed hydraulic head and solute concentration data. This task typically depends on the ability of
DL models to capture the highly nonlinear relationships between observations and subsurface structures. For
instance, Sun (2018) successfully applied two GANs to map hydraulic head fields to permeability fields. In this
study, we investigate whether the same LDM framework used for the previous three tasks can achieve reliable
identification accuracy in directly identifying aquifer heterogeneity.

Figures 3f and 3g illustrate examples where the LDM was applied to reconstruct facies distributions from two
randomly selected sets of hydraulic head and solute concentration fields. The reconstructed facies closely match
the true structures, demonstrating the framework's capacity for accurate inversion (Figures 3f and 3g: True facies
structure and Predicted facies structure). Accuracy metrics in Figure 3c further validate the model's performance,
with an average identification accuracy exceeding 92%. These results confirm that the LDM can effectively
capture the complex relationships between hydraulic and solute transport observations and facies heterogeneity,
thus realizing direct inverse identification of aquifer facies structure based on head and solute transport distri-
bution field data.

This framework can also be extended to directly invert permeability fields from hydraulic head and solute
concentration data. By replacing the VAE training samples with permeability fields and using permeability
distributions as the conditioning constraints during DDPM training, the same LDM architecture can perform
permeability field inversion.

Unlike traditional inversion methods, which rely on iterative numerical simulations and often incur significant
computational costs, the LDM framework leverages its latent space to directly map observational data to
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Figure 3. Performance of the Latent Diffusion Model (LDM) for surrogate modeling and aquifer structure inversion. Scatter plots (a, b) illustrate the comparison
between predicted and true values for concentration and hydraulic head, respectively, (c) presents a box plot of aquifer structure identification accuracy. (d, e) Compare
the predicted and true concentration and hydraulic head fields for two randomly selected aquifer facies structures, True Conc and True Head represent TOUGHREACT‐
predicted concentration and hydraulic head, while Pred Conc and True Head represent LDM‐predicted concentration and hydraulic head. Diff Conc and Diff Head show
the difference between the predicted and true concentration and hydraulic head, respectively. (f, g) Showcase the direct inversion of aquifer facies structures based on
two randomly selected sets of concentration and hydraulic head fields.
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subsurface heterogeneity. This eliminates the need for time‐consuming iterative processes, significantly reducing
computational overhead (Wang et al., 2024). Moreover, the simplicity and training stability of the LDM archi-
tecture make it a practical and robust alternative to existing DL‐based inversion methods.

The LDM framework was implemented on a workstation with RTX4070 GPU and i9‐14900K CPU, requiring
approximately 2 hr for training and 1 s for inference per task. While these computational requirements are
comparable to existing approaches, our framework uniquely handles multiple tasks using a single architecture and
parameter set. Assuming traditional deep learning approaches require around 10 rounds of model architecture and
parameter adjustments per task, our unified LDM framework could potentially reduce the development time to
one‐tenth by requiring only a single training process while achieving similar performance across all four tasks.

5. Discussion and Conclusions
This study develops a LDM framework capable of addressing multiple hydrogeological modeling tasks, including
single‐scale and multiscale aquifer heterogeneity generation, surrogate modeling for groundwater flow and solute
transport, and direct inversion of aquifer heterogeneity. By employing a consistent architecture with shared
hyperparameters, the LDM framework demonstrates strong generalization capabilities, effectively handling
multiple objectives without the need for task‐specific optimizations.

Despite these advancements, this work is limited to image‐based conditional constraints in hydrogeological
modeling. Future research could explore the incorporation of diverse data forms, such as text‐based labels or
point‐based constraints, to broaden the range of applicable tasks. For example, textual labels like “stationary” or
“non‐stationary” could guide the generation of heterogeneity structures under specific statistical assumptions.
Similarly, point‐based constraints, such as borehole data or localized permeability measurements, could be in-
tegrated into the LDM training process to refine predictions further. Additionally, embedding physics‐based
constraints into the LDM framework, similar to Physics‐Informed Neural Networks (PINNs), offers a prom-
ising avenue for ensuring physical consistency in generated outputs (Bastek et al., 2024; Shu et al., 2023).

Beyond image‐based applications, the LDM framework also shows promise in tasks involving sequential or
temporal data, such as groundwater level prediction. Its demonstrated strengths in video synthesis and sequence
modeling (Blattmann et al., 2023; Gong et al., 2022) suggest that LDM could be extended to handle dynamic
hydrogeological processes, providing accurate and efficient predictions over time.

In conclusion, while this study presents a novel approach for multi‐tasking within hydrogeological modeling,
demonstrating a step toward AGI, important limitations remain. Our model's ability to handle various tasks lays
the groundwork for more generalized intelligent systems, but it is still constrained to specific, predefined
hydrogeological tasks. Unlike true AGI systems, which can apply learned knowledge to unforeseen tasks and
demonstrate autonomous reasoning across different domains, our framework operates within a narrow context.
Nevertheless, the LDM framework's ability to generalize across diverse objectives using a consistent architecture
highlights its promise as a foundational approach for future AGI systems in hydrogeology. While the current
applications highlight the framework's strengths in handling image‐based inputs, its adaptability to other data
modalities and potential for incorporating diverse constraints and physical principles present opportunities for
expanding its utility. This work contributes to the development of multi‐tasking algorithms, but further research is
required to achieve the broader, more flexible intelligence necessary for true AGI. By addressing existing lim-
itations and exploring new applications, the LDM framework has the potential to redefine subsurface charac-
terization and modeling practices, advancing hydrogeological research and applications.

Data Availability Statement
The codes are based on the implementations provided in the following repositories https://github.com/hug-
gingface/diffusers and https://github.com/explainingai‐code/StableDiffusion‐PyTorch.
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