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Abstract— This research aims to develop a classification model 

for bell pepper leaf disease images to support modern agriculture in 

Smart Green House (SGH). Diseases on bell pepper leaves caused 

by pests, fungi, and viruses have caused a decrease in crop yields. 

To solve these issues, an image classification method called 

Convolutional Neural Network (CNN) and Support Vector Machine 

(SVM) is used. The datasets are grouped into four classes: healthy 

(healthy leaf), pest (leaf disease caused by pest), fungus (leaf disease 

caused by fungus), and virus (leaf disease caused by virus). The 

dataset used in this study consists of 173 images, divided into 139 

training data (80%) and 34 testing data (20%). The training data 

were then combined using traditional augmentation methods, 

increasing the total number of images to 1,390. To obtain robust 

results, early stopping trials with a patience of 5, followed by 50 

epoch and 100 epoch approaches were conducted on the CNN 

model. On the other hand, SVM using manually extracted features 

from color (RGB, HSL) and texture (Sobel) components was tested 

with scenarios such as the use of linear, polynomial, and RBF 

kernels. The best evaluation results were delivered by CNN with 

early stopping with 97% accuracy. However, SVM also performed 

quite well with 94% accuracy on the polynomial kernel. These 

results indicate that CNN excels in classifying leaf diseases, and the 

results of this study are expected to help develop a system for 

detecting diseases in bell pepper plants. 

Keywords: CNN, Classification, Bell Pepper Leaf, Smart Green 

House, SVM 

I. INTRODUCTION  

Agriculture is a vital sector in providing food and 
improving community welfare, especially in rural areas [1]. 
One of the horticultural commodities with high economic 
value is bell pepper (Capsicum annuum) [2], which is widely 
cultivated in Pancasari Village, Buleleng Regency, Bali [3]. 
This region has ideal natural conditions for the growth of 
peppers, especially through the application of Plantation 
technology such as Smart Green House (SGH) [4], [5]. 

Although SGH technology has been used in cultivation, 
farmers still face serious problems in the form of disease 

attacks on plant leaves. One of the farmers in Pancasari 
Village reported a decrease in yield from 300 kg to only 100 
kg per week due to diseases caused by Thrips pests, 
Cercospora capsici fungus, and Xanthomonas campestris virus 
[6], [7]. These diseases cause leaf curling, brown spots, and 
yellow discoloration, which directly affects the quality of the 
bell pepper crop. 

The plantation system in SGH used today is only limited 
to monitoring temperature and humidity through IoT sensors 
[8]. There is no system that is able to detect leaf diseases 
automatically using a digital image-based approach. In fact, 
early detection is crucial for stopping the further spread 
of illness and speeding up the process of treatment.[9], [10], 
[11]. 

As artificial intelligence technology has advanced, 
Techniques in machine learning and deep learning have 
gained widespread application for detecting and classifying 
plant diseases [12], [13], [14]. Convolutional Neural Network 
(CNN) which is a part of deep learning is adept at extracting 
visual characteristics from images autonomously and has been 
proven to be efficient for leaf image classification [15], [16]. 
On the other hand, Support Vector Machine (SVM) which is 
a part of machine learning excels in small datasets with manual 
features such as color and texture [17], [18]. 

Various studies have found that CNN and SVM are 
capable of performing disease classification in plants. 
However, only a limited number of studies utilize data directly 
from farms and ascertain the most accurate model for 
classifying diseases in bell pepper plant leaves. Consequently, 
this research aims to evaluate the accuracy performance of 
CNN and SVM models in identifying bell pepper leaf diseases 
using the original image dataset from SGH in Pancasari 
Village. This research aims to evaluate the accuracy, 
precision, recall and F1-score of each model, and is expected 
to contribute to the development of image-based disease 
detection systems on plant leaves.  
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II. METHODS 

This study uses a comparative quantitative approach to 
evaluate and compare the accuracy performance of two image 
classification models, namely CNN and SVM. CNN is known 
to have the ability to automatically extract visual features and 
works very well on image data, while SVM with manually 
determined features. The overall flow of the stages of this 
research can be seen in Fig. 1. 

Fig. 1. Research Stage  

The dataset used in this study is 173 images of bell pepper 
leaves collected directly from the Smart Green House (SGH) 
plantation in Pancasari Village, Buleleng Regency, Bali [4]. 
The images were categorized into four classes, namely healthy 
leaves (42 images), leaves affected by pests (38 images), 
leaves affected by fungi (44 images), and leaves affected by 
viruses (49 images). Image capture was done using a 
smartphone camera perpendicular to the leaf object under 
stable lighting conditions to maintain image quality 
consistency. Examples of images from each class of bell 
pepper leaves can be seen in Fig. 2. 

Fig. 2. Example images of bell pepper leaves: (a) Healthy, (b) Pest, 

(c) Fungus, and (d) Virus 

 The dominant color in an images can be employed for 
tasks like image searching, adjusting colors, creating palletes, 
and various other uses. The dataset is subsequently split into 
two sections, with 80% designated for training purposes and 
20% allocated for testing purpose. Details of the amount of 
data distribution are described in Table 1. 

 

Table 1 Data Distribution per Class 

Class Number of Original Image Training Data Testing Data 

Healthy 42 34 8 

Pest 38 30 8 

Fungus 44 36 8 

Virus 49 39 10 

Total 173 139 34 

 

 To increase the variety in the training data and prevent 
overfitting, image augmentation was performed using rotation 
techniques at eight different angles, namely 15°, 30°, 45°, 60°, 
90°, 120°, and 180°, as well as horizontal and vertical flip [21], 
[22]. This augmentation process resulted in a total of 1,390 
images for the training data. An illustration of the 
augmentation results for the bell pepper leaf image is 
presented in Fig. 3. 

Fig. 3. Bell pepper leaf Image Augmentation 

The CNN architecture utilized in this research is 
constructed with two successive convolutional layers, 
incorporating 32 and 64 filters of size 3×3 combined with a 
ReLU activation function, complemented by two 2×2 max 
pooling layers [16], [23]. The output from the convolutional 
layer is flattened through a flatten layer and then forwarded to 
a dense layer containing 128 neurons with ReLU activation. 
To mitigate the risk of overfitting, a dropout rate of 0.5 is 
implemented before the output layer, which is comprised of 
four neurons using softmax activation functions in accordance 
with the number of classes. The CNN model underwent 
training using the Adam Optimizer with a learning rate of 
0.001 and a batch size of 32. The model was evaluated under 
three training conditions: early stopping with a patience of 5, 
training for 50 epochs, and training for 100 epochs. The entire 
training process was performed on the Google Colab platform 
using a T4 GPU for computation. The computational 
complexity of model training, especially on large datasets, 
requires significant computing resources [24]. 

 Unlike CNN, the SVM model relies on manually extracted 
features. The process starts with resizing the image to 256×256 
pixels, then extracting colour features (mean and standard 
deviation of RGB and HSL channels) and texture features 
using the Sobel operator in the horizontal and vertical 
directions [25]. All generated features were then normalized 
using StandardScaler for scale uniformity. SVM models were 
tested using three types of kernels, namely linear, polynomial, 
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and radial basis function (RBF), with parameters C = 100 and 
gamma = ‘scale’  [17]. Details of SVM can be seen in Table 
2. 

Table 2 Details of SVM 

No C Degree Gamma Kernel 
Training 

Accuracy(%) 

1 100 2 Scale Polinomial 94.00 

2 100 2 0.1 Polinomial 93.70 

3 10 2 0.1 Polinomial 93.20 

4 100 2 0.01 Polinomial 92.90 

5 10 2 Scale Polinomial 92.60 

6 1 2 0.1 Polinomial 92.00 

7 100 2 Auto Polinomial 91.80 

8 0.1 2 0.1 Polinomial 90.50 

9 10 2 Auto Polinomial 89.80 

10 100 – Scale RBF 91.00 

11 100 – 0.1 RBF 86.90 

12 100 – 0.01 RBF 86.50 

13 10 – Auto RBF 85.20 

14 10 – 0.01 RBF 84.70 

15 10 – 0.001 RBF 83.00 

16 1 – 0.01 RBF 82.30 

17 100 – Scale Linear 88.00 

18 100 – 0.1 Linear 87.50 

19 10 – – Linear 87.20 

20 10 – Auto Linear 86.10 

21 1 – – Linear 85.40 

22 10 – 0.01 Linear 85.00 

23 0.1 – – Linear 82.80 

 

 Performance evaluation of each model was conducted 
using convolutional matrix and classification report to see 
accuracy, precision, recall, and F1-score. This evaluation is 
important to understand the effectiveness of the model in 
handling multiclass data that tends to be unbalanced [15], [16], 
[26]. 

III. RESULTS AND DISCUSSION 

Convolutional Neural Network (CNN) and Support Vector 
Machine (SVM) models were trained using training data from 
augmented bell pepper leaf images consisting of four classes: 
healthy, pest, fungus, and virus. Evaluation is carried out on 
the testing data to assess the ability of the model to classify 
bell pepper leaf diseases based on accuracy, precision, recall, 
and F1-score. The evaluation results are displayed in the form 
of confusion matrix and classification report, which describes 
the performance of each model in each class. 

CNN models were tested in three training scenarios, 
namely early stopping with patience = 5, 50 epochs, and 100 
epochs. In the first scenario, the CNN model uses the early 
stopping technique, where the training is automatically 
stopped when the validation accuracy does not increase for 
five consecutive epochs. In this study, the CNN model with 
early stopping achieved its best performance at epoch 16 with 
a testing accuracy of 97%. Using early stopping with a 
patience of 5 causes training to stop if there is no performance 
improvement. The relatively small data also makes the 
training process not take long, but adding epochs can actually 
cause the model to overfit. The pest, healthy, and virus classes 
were classified successfully (precision and recall = 1.00), 
while the fungus class had a precision of 0.89 and recall of 
0.88. Confusion matrix and evaluation metric of early 
stopping scenario can be seen in Fig. 4 and Table 3. 

 

Fig 4. Confusion matrix of the CNN model tested using early 

stopping 

Table 3. Evaluation Metric of Early Stopping Scenario 

Class Precision Recall 
F1-

Score 

Number of 
Data 

(Support) 

0 (Pest) 1.00 1.00 1.00 8 

1 (Fungus) 0.89 0.88 0.94 8 

2 (Healthy) 1.00 1.00 1.00 8 

3 (Virus) 1.00 1.00 1.00 10 

Accuracy   0.97 34 

 

In the second scenario, 50 epoch training, the model 
accuracy decreased to 88%. Although the classification in the 
pest and virus classes remained good, the performance in the 
healthy and fungus classes decreased. This is due to the limited 
duration of training which is not enough to optimize the 
learning of features that distinguish between classes, 
especially between fungus and healthy. Confusion matrix and 
evaluation metric of 50 epoch scenario can be seen in Fig. 5 
and Table 4. 

 

Fig 5. Confusion matrix of the CNN model tested in 50 epoch 

Table 4. Evaluation Metric of 50 Epoch Scenario 

Class Precision Recall 
F1-

Score 

Number of 
Data 

(Support) 

0 (Pest) 1.00 1.00 1.00 8 

1 (Fungus) 0.70 0.88 0.78 8 

2 (Healthy) 0.83 0.63 0.71 8 

3 (Virus) 1.00 1.00 1.00 10 

Accuracy   0.88 34 

 

The third scenario with 100 training epochs resulted in 
91% accuracy. Although slightly higher than 50 epochs, the 
precision and recall values for the healthy and fungus classes 
stagnated at 0.75. The healthy and fungus classes are often 
confused, likely due to the similar leaf characteristics 
compared to other classes. Although the fungus class has 
brown spots on its leaves, it also has a dominant green color 

Authorized licensed use limited to: The University of Hong Kong Libraries. Downloaded on January 16,2026 at 09:13:39 UTC from IEEE Xplore.  Restrictions apply. 



similar to the healthy class, increasing the difficulty for the 
model to differentiate between the two. Furthermore, 
prolonged training can also lead to overfitting, resulting in 
lower accuracy on testing data [20]. Confusion matrix and 
evaluation metric of 100 epoch scenario can be seen in Fig. 6 
and Table 5. While Fig. 7 is the loss and accuracy graph. 

 

Fig. 6. Confusion matrix of the CNN model tested in 100 epoch 

Table 5. Evaluation Metric of 100 Epoch Scenario 

Class Precision Recall 
F1-

Score 

Number of 
Data 

(Support) 

0 (Pest) 1.00 1.00 1.00 8 

1 (Fungus) 0.75 0.75 0.75 8 

2 (Healthy) 0.75 0.75 0.75 8 

3 (Virus) 1.00 1.00 1.00 10 

Accuracy   0.91 34 

  

Fig. 7. The loss and accuracy graph of CNN tested in 100 epoch 

 Furthermore, SVM models were tested using three types 
of kernels, namely linear, polynomial, and radial basis 
function (RBF). All SVM models were trained using manually 
extracted training data, which included the mean and standard 
deviation of color in RGB and HSL space, and texture using 
the Sobel operator in the horizontal and vertical directions. 
This extraction process is done before the classification stage, 
so the performance of the model is highly dependent on the 
quality of the features generated from image preprocessing. 

SVM with a linear kernel showed an accuracy of 88% 
against the testing data. Although it performed well, the model 
misclassified the fungus and healthy classes. This is due to the 
limitation of the linear kernel in separating classes that have 
non-linear feature distributions [26]. Confusion matrix and 
evaluation metric of SVM model with linier kernel scenario 
can be seen in Fig. 8 and Table 6. 

 

Fig. 8. Confusion Matrix of SVM Model with Linier Kernel 

Table 6. Evaluation metric of Linear Kernel Scenario 

Class Precision Recall 
F1-

Score 

Number of 
Data 

(Support) 

0 (Pest) 0.80 1.00 0.89 8 

1 (Fungus) 0.86 0.75 0.80 8 

2 (Healthy) 0.86 0.75 0.80 8 

3 (Virus) 1.00 1.00 1.00 10 

Accuracy   0.88 34 

 

Meanwhile, the SVM model using a polynomial kernel 
performed the best, achieving an accuracy of 94%. This kernel 
was able to recognize non-linear relationships between color 
and texture features more effectively, and recorded a precision 
and recall of 1.00 in the fungus and virus classes. Similar to 
the CNN model, the SVM also struggled to distinguish 
between the fungus and healthy classes. This is thought to be 
due to their similar dominant feature, which is predominantly 
green. This is reinforced by the virus class, which has a perfect 
score. The virus class itself has a very distinct characteristic 
compared to other classes, namely a yellowish color. 
Furthermore, the advantage of the polynomial kernel lies in its 
flexibility in modeling complex decision boundaries between 
classes [1], [17]. Confusion matrix and evaluation metric of 
SVM model with polynomial kernel scenario can be seen in 
Fig. 9 and Table 7. 

 

Fig. 9. Confusion Matrix of SVM Model with Polynomial Kernel 

Table 7. Evaluation metric of Polynomial Kernel Scenario 

Class Precision Recall F1-Score 
Number of 

Data 
(Support) 

0 (Pest) 0.80 1.00 0.89 8 

1 (Fungus) 1.00 1.00 1.00 8 

2 (Healthy) 1.00 0.75 0.86 8 

3 (Virus) 1.00 1.00 1.00 10 

Accuracy   0.94 34 

 

Authorized licensed use limited to: The University of Hong Kong Libraries. Downloaded on January 16,2026 at 09:13:39 UTC from IEEE Xplore.  Restrictions apply. 



Finally, SVM with RBF kernel also recorded an accuracy 
of 88%. However, its performance tends to be unstable, 
especially in the healthy class which only obtained a recall of 
0.62. This is most likely due to the sensitivity of the RBF 
kernel to the gamma parameter. If the setting of this parameter 
is not optimal, the model tends to overfitting on the training 
data and failing to recognize varied patterns on the testing data 
[9], [26]. Confusion matrix and evaluation metric of SVM 
with RBF kernel scenario can be seen in Fig. 10 and Table 8. 

 

Fig. 10. Confusion Matrix of SVM Model with RBF Kernel 

Table 8. Evaluation Metric of RBF Kernel Scenario 

Class Precision Recall F1-Score 
Number of 

Data 
(Support) 

0 (Pest) 0.73 1.00 0.84 8 

1 (Fungus) 1.00 0.88 0.93 8 

2 (Healthy) 0.83 0.62 0.71 8 

3 (Virus) 1.00 1.00 1.00 10 

Accuracy   0.91 34 

 

The evaluation results showed that the SVM with a 
polynomial kernel performed best with 94% accuracy, as well 
as high precision, recall, and F1-score values across all classes, 
particularly the fungus and virus classes, which achieved a 
perfect score (1.00). The RBF kernel followed with 91% 
accuracy, but there was still a decrease in recall in the healthy 
class. Meanwhile, the linear kernel achieved 88% accuracy, 
with fairly frequent classifications of the fungi and healthy 
classes. Based on the confusion matrix and evaluation metrics, 
the polynomial kernel was the most consistent and accurate in 
recognizing all four classes of bell pepper leaves. 

Comparative analysis showed that the CNN model with 
the early lighting scenario performed best with a peak 
accuracy of 97%, followed by the SVM model with a 
polynomial kernel, which achieved 94% accuracy. The CNN 
model with 100 epochs of training achieved 91% accuracy, 
while the 50 epoch scenario achieved 88% accuracy. The three 
SVM kernels showed varying results, but the linear kernel 
only achieved 88% accuracy and the RBF 91% accuracy, with 
less stable performance across classes. From these findings, it 
can be inferred that the CNN employing early stopping stands 
out as the optimal model for categorizing bell pepper leaf 
diseases in this study. More information about the ranking of 
models based on accuracy can be seen in Table 9.  

This study also found that although the fungus and healthy 

classes differ, their similar dominant characteristics make it 

difficult for both CNN and SVM models to classify them. 

This is demonstrated by the virus class, which has a perfect 

score due to its very different features. 

 

Table 9. Ranking Based on Accuracy 

Rank Model Scenario/Kernel Accuracy (%) 

1 CNN Early Stopping 97 

2 SVM Kernel Polynomial 94 

3 CNN 100 Epoch 91 

4 SVM Kernel RBF 91 

5 CNN 50 Epoch 88 

6 SVM Kernel Linear 88 

 

Next, for model testing, the best CNN model and the best 

SVM model were implemented into a web-based application 

using Streamlit. This application enables users to submit a 

image of bell pepper foliage, and the application then 

categorizes it using either the CNN or SVM algorithm. The 

inference process in the application utilizes a CNN model in 

.h5 format and an SVM model in .pkl format, which have 

been integrated into the Streamlit system. 

In the web application, the user can input, for example, an 

image of a pest-infested leaf, as shown in Fig. 11. The CNN 

and SVM models both successfully predict it as pest-infested. 

However, when the user inputs an image of a healthy leaf, as 

shown in Fig. 12, the SVM model predicts it as pest-infested, 

while the CNN model correctly identifies it as healthy.  

 

 
Fig. 11 Leaf with Pest 

 
Fig. 12 Healthy Leaf 

This error indicates that the SVM feature extraction 

process, which is based on RGB mean values, HSL, and Sobel 

edges, is not fully capable of distinguishing the visual 

characteristics of healthy leaves from pest-infested leaves. In 

this image, the green color of the leaves appears uniform and 

the surface texture is quite smooth. However, it is likely that 

certain leaf patterns or color intensities cause the resulting 

numerical features to resemble the characteristics of pest-

infested leaves. This is a weakness of the manual feature-

based approach, as the model relies heavily on statistical 

representations of the image, which may not necessarily 

reflect the actual biological conditions. Meanwhile, the CNN 

model using a deep learning approach is able to capture more 

complex and contextual visual patterns, resulting in a more 

accurate classification. 

 

IV. CONCLUSIONS AND SUGGESTIONS 

This study looks at how well two image classification 

methods, Convolutional Neural Network (CNN) and Support 

Vector Machine (SVM), work in identifying leaf diseases in 

bell pepper plants. Based on the evaluation results of the 

testing data, the CNN model with a training scenario using 

early stopping techniques achieved the highest accuracy of 

97%, which indicates its ability to prevent overfitting and 

produce good generalization to new data. This study also 

found that although leaf classes have different characteristics, 
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if they have more dominant similar features, they are also 

more likely to be difficult to distinguish. 

The main advantage of the CNN model lies in its ability to 

automatically and thoroughly extract visual features directly 

from the image data, such as leaf shape, damage pattern and 

texture. This gives it an advantage over SVM models that rely 

on manual feature extraction from RGB and HSL colour 

channels, as well as texture features using the Sobel operator. 

Although the SVM model with a polynomial kernel also 

performed comparatively effective with an accuracy of 94%, 

it is more dependent on proper feature and kernel selection, 

and is more sensitive to variations in data distribution between 

classes. 

As a recommendation, future research is suggested to 

explore more complex CNN architectures or apply transfer 

learning approaches such as ResNet, MobileNet, or 

EfficientNet, to improve the accuracy and efficiency of model 

training. In addition, it is necessary to increase the amount and 

variety of image data by considering various lighting 

conditions, backgrounds, and capture angles to expand the 

generalization ability of the model in the field. Increasing the 

dataset size can also be achieved by generating synthetic data 

using the Generative Adversarial Network (GAN) method. 

The CNN model that has been developed is also 

recommended to be implemented in the form of desktop or 

mobile-based applications, so that it can be utilized directly by 

farmers in the field as an automatic and practical leaf disease 

early detection system. Thus, the findings of this study aid in 

the establishment of a bell pepper plant disease classification 

system embedded within the Smart Green House to enhance 

contemporary agricultural practices in Pancasari Village. 
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