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Abstract

Teletext is a one-way broadcast system which provides a variety of services to its users. A one-way broadcast system is attractive because a single transmission of a piece of information satisfies all potential users of that information. The main drawback of these types of systems is that a user must wait until the required information arrives. Therefore, the access time is an important consideration in the design of broadcast teletext systems. In addition, another important factor, information update delay, is very significant in real-time broadcast teletext. The shortening of this delay is important for real-time applications especially for systems broadcasting financial information. In this paper, we propose to use the ghost rows together with the storage capabilities of modern terminals to shorten both the access time and the update delay. A queueing model is developed to analyze the performance of this new system.

I. Introduction

Teletext is a one-way information delivery system which provides a variety of services to its users. These include information retrieval, software distribution, advertisement, etc. Information is organized into units called pages. Pages of information are broadcast to all users in a continuous manner [1][2]. The configuration of a typical teletext system is shown in Fig. 1. The service computer is connected to the user terminals by a one-way communication network. The server computer maintains a database, and information pages in the database are updated regularly by service providers. When a page of information is requested by a user, the user terminal examines the broadcast data until the desired page is detected. This page is then captured, stored, and displayed. Since the request does not actually reach the service computer, such a feature may be described as pseudo interactive. Although teletext does not offer real interactive information services due to the one-way nature, it has the attractive feature of being able to support an unlimited number of users with no effect on system access time performance. With interactive systems, the system performance degrades quickly with load [1]. The quality of service provided to a teletext user depends on various aspects of the system. These include information content, ease of access, access time and update delay. The first two factors are being taken care of by the service providers and the decoder chip designers. In this paper, we concentrate on improving access time and update delay. Access time is defined as the elapsed time between a user request for a page and the next transmission of that page. Update delay is defined as the delay time between updates or changes received in the information center and the updates received by the users.

In section II, we point out the disadvantages of some existing methods using broadcast schedules to shorten the access time. In section III, we introduce our model using Ghost rows (extension packets) and local memory for data storage. Section IV contains the analysis of our model. Some numerical results are presented in Section V.

Fig. 1 A typical Teletext System
II. Existing Methods

In [5], a probabilistic page broadcasting schedule was analysed. The update delay of this model is the same as the access delay because any changes in a page have to rely on the next transmission of that page. The main drawback of this random sequence broadcast schedule is that both the access time and update delay may become unbound. However, the system access time and updates at any time are expected to reach some limits for the system to be viable. Also, it may not be possible to determine exactly which pages are the more popular ones.

In [5][6], a cyclic page broadcasting method with improved performance was investigated. The minimization of the overall average access time is due to the effect of reducing the access time for the most popular pages at the expense of the access time for the less popular ones. That means, for users often needing to retrieve those 'non-popular' pages, this would be totally unacceptable. Also, for systems broadcasting financial information, the 'popular' pages may vary from time to time and may be affected by many unforeseeable factors. Therefore, this method is considered unsuitable.

Another method, the linked pages scheme, each page contains an ordered list of linked pages in extension packets [3]. This list identifies the pages that are most likely to be requested next by the user. After a requested page is received, the user terminal prefetches those pages using the link list and stores them in the memory. If the request is from one of the stored pages, the response time will be almost instantaneous. This method significantly reduces the average access time if information pages in the database are related. But for systems where the selection of each page is independent from any other page, such as financial information, this method is not valid. Also, this method does not have any effect on improving the update delay.

III. System Model Overview

In the model we proposed, all the pages will have the same mean access time and update delay. This is important for real time information especially financial information if all the users are to be satisfied.

All user terminals are assumed to have a mass storage facility, this is made possible with the recent advances in computer technology that have led to the development of inexpensive modern PC terminals [7]. This equipment provides users with inexpensive mass storage systems which were not possible a few years ago. The key to reducing the access time is to use more memory and capture pages in advance. If the memory is large enough and stores all the information pages from a database cycle, the waiting time will be just the data retrieving time from the local memory, which is negligible. For example, 4000 teletext pages require less than 4MB memories. Even if the memory capacity is insufficient to store the entire database to guarantee instant access, it still features attractive access time reduction if only a part of the data base is kept.

The strategy to shorten the update delays is based on the fact that the data changing rate of teletext is much slower than its data transmission rate [8]. Each packet of all pages is considered as one unit. If changes occur on any of the packets as a result of information update, these packets would be sent using the ghost rows (extension packets) of each page. Row numbers 24, 25, 29 or 31 are suitable for this purpose [3]. If the updates of a page reach the users before the next transmission of that page, the delay would be reduced.

IV. Performance Analysis

A. Reduction of Access Times

Let the number of pages in the database be N and the original transmission rate be \( \mu_0 \) pages per second. Each page is transmitted once in each broadcasting cycle so that the access time is the same for every page. A simple example of a broadcast cycle is (1,2,3,...N). The maximum access time is the same as the cycle time.

\[
T_{\text{max}} = T_{\text{cycle}} = \frac{N}{\mu_0}
\]

The average access time is

\[
T_{\text{average}} = \frac{1}{N} \sum_{n=1}^{N} \frac{n}{\mu_0} = \frac{N+1}{2\mu_0}
\]

If the capacity of the memory can store \( N_{\text{mem}} \) pages and assuming that the most recent transmitted pages are stored, the new maximum access time is:

\[
T_{\text{max}} = \frac{N - N_{\text{mem}}}{\mu_0}
\]

and the probability of a randomly selected page not being in memory is

\[
p = \frac{N - N_{\text{mem}}}{N}
\]

Therefore, the new overall average access time is

\[
T_{\text{average mem}} = \frac{(N - N_{\text{mem}} + 1)(N - N_{\text{mem}})}{2N\mu_0}
\]

Let \( N_{\text{mem}} = x \cdot N \) where \( 0 \leq x \leq 1 \)

Percentage of access time with respect to the original access time is

\[
T_{\text{percent}} = \frac{T_{\text{average mem}}}{T_{\text{average}}} \cdot 100\%
\]

\[
T_{\text{percent}} = (1 - x)^2 \quad \text{if} \quad N >> 1
\]
Fig. 2 shows the relationship of the percentage access time versus the memory capacity. The access time decreases quadratically with the memory capacity.

![Fig. 2 Percentage Access Time Versus Memory Capacity](image)

**B. Reduction of Update Delay**

It would be pointless to have instant access time if the information viewed was not up to date. Therefore, the reductions of update delay is also very important in a real-time information system.

The average update delay in all the schemes mentioned in section II is entirely dependent on the broadcasting schedules. This is because any data changes in a page received at the information center can only be delivered to the end users at the next transmission of that page. The update delay does not need to include the transmission time and the retrieval time from local memory because these are negligible as compared with the waiting time for the next transmission.

In our system, the updated information may be broadcast using the ghost rows. The system may be modeled as having two queues as shown in Fig. 3, the main queue is the ordinary level 1 transmission [1][2] which transmits the database continuously and cyclically. The ghost row queue is used to transmit the updated information.

If the original transmission rate is $\mu_0$ pages per second, the original number of packets per page is $r$ and the number of ghost rows used per page is $e$. The new transmission rate for the main queue and the ghost row queue are $\mu$ pages per second and $\mu_e$ packets per second respectively.

$$
\mu = \frac{r}{r+e}, \quad \mu_e = \mu \cdot e
$$

For users using terminals without the capability of receiving ghost rows and/or without the suitable decoding software, the operation remains unchanged except that the average access time will appear to be slightly longer. The percentage of decrease in transmission rate is

$$
\text{Percentage decrease in transmission rate} = \frac{100e}{r+e} \%
$$

Since $r \gg e$, the increase in access time is only small.

The ghost row queue model is as shown in Fig. 4. It is modeled as a single server with different types of messages, each type of message represents a row in a teletext page and in a first come first served (FCFS) discipline. The message arrival processes are assumed to be Poisson with arrival rate $\lambda$ packets per second. This is appropriate because the number of pages in a teletext system is normally large. The service time of all message types is $\mu_e$ packets per second as defined above.

![Fig. 4 Ghost Row Queue Model](image)

If the ratio of the arrival rate to the service rate $\rho$ is less than unity ($\lambda < \mu_e$). Assuming the buffer is of reasonable size and no special technique are being used, the model would be equivalent to an M/M/1 model with an infinite buffer [4]. The mean waiting time for ($\rho < 1$) is as follows:

$$
w = \frac{1}{\mu(1-\rho)}
$$

(where $\rho$ is the ratio of the arrival rate to the service rate $\rho = \frac{\lambda}{\mu_e}$)

The queue is reasonably short when $\rho < 1$. If $\rho \rightarrow 1$ or even worst $\rho > 1$, the queue length and wait time will grow without bounds. This is solved based on the following facts. Since the changed information of a page will eventually reach the users at the next transmission of that page, it would be of no use if the changed information using the ghost row queue arrives later than the next transmission in the main queue. Therefore, if the wait time in the
ghost row is long and that the time to transmit that packet is later than the next transmission of the page containing this packet, this packet should not be entered into the ghost row queue and should be discarded. Also, any old information in the teletext is always replaced and overwritten by new information. It is therefore, pointless to send a packet waiting in the queue if this packet has already been changed or updated. When a packet arrives and finds that the same packet is already in the queue, this obsolete packet in the queue will then be replaced by the new packet. Because of these two factors, a packet of a page will enter the queue only if the same packet is not already in the queue and the packet will reach the user faster than the next transmission of that page. If the total number of teletext pages is $N$ and is finite, the number of packets in the ghost row queue must be finite. The system therefore reaches a steady state for all values of $p$.

Consider a system with a total of $N$ teletext pages and originally $r$ packets in each page. Therefore, the total number of different packets is $N \cdot r$.

If a packet in a page $i$ changes, assume that the time between the occurrence of this change and the next transmission of that page is $\tau$. This packet arrives at the ghost row queue and finds that there are $n$ packets in the queue. The wait time would be $w_i = \frac{n+1}{\mu}$ if this packet enters the system at the end of the queue. Using the above argument, we get the following probability.

$$ P(n) - \text{probability of } n \text{ messages in system at equilibrium}, $$

$$ P(n, t) = \frac{(N - r - n)}{N - r} \cdot P(\text{not } q) \quad \text{(packet not already in the queue)} $$

$$ P(\tau \leq w_i) = \frac{w_i}{T_{\text{newcy}}} = \frac{n+1}{N \cdot e} $$

where $T_{\text{newcy}}$ is the new cycle time and $w_i$ is the wait time for packet $i$

$$ T_{\text{newcy}} = \frac{N}{\mu} \text{ and } w_i = \frac{n+1}{\mu} $$

$$ P(\tau > w_i) = 1 - P(\tau \leq t) $$

Three cases need to be considered.

Case 1: that packet is not already in the queue and the wait time $w_i$ is shorter than the time required in the main queue ($w_i < \tau$). This packet enters the system at the end of the ghost row queue.

$$ P(\text{enter}) = P(n) \cdot \frac{N - r - n}{N - r} \cdot (1 - \frac{n+1}{\mu}) $$

Notice that $P(\tau \leq w_i) = 1$ when $n = N \cdot e - 1$, i.e., the updated packet will never enter the ghost row queue, therefore, the maximum number of packets in the ghost row queue is $N \cdot e - 2$.

Case 2: that packet is not already in the queue and the wait time $w_i$ is longer than or equal to the wait time required for the next transmission in the main queue ($w_i \geq \tau$). This packet is discarded and the updates depend on the normal transmission in the main queue.

$$ P(\text{discard}) = P(n) \cdot \frac{N - r - n}{N - r} \cdot (1 - \frac{n+1}{\mu}) $$

Case 3: that packet is already in the queue in position $k$, new packet replaces the old packet and remains in the $k$th position. $k = 1$ to $N \cdot e - 2$.

Note that the probability of $(w_i < \tau) = 1$, otherwise this packet would not have entered the queue in the first place.

$$ P(\text{replace}) = P(n) \cdot \frac{n}{N - r} $$

To calculate $P(n)$, consider the system with $n$ packets in an equilibrium state. (Note: this system is always in equilibrium as discussed above). From [9], we have

$$ P(n) = P(0) \sum_{j=0}^{n+1} \frac{\lambda_j}{\mu_1 \mu_2 \ldots \mu_{n+1}} $$

There are no two packets of the same type in the queue simultaneously and the number of packets in the queue must not exceed $N \cdot e - 2$. Therefore,

$$ \lambda_j = \lambda \cdot P(\text{no type } j \text{ packet}) \cdot P(w < \tau) $$

$$ \lambda_j = \lambda \cdot \left(1 - \frac{n+1}{N \cdot r}\right) $$

$$ \lambda_j = 0 \quad \text{if } j = N \cdot e - 2 $$

$$ \mu_j = \mu \cdot e \quad \text{for } j = 1, 2, \ldots, (N \cdot e - 2) $$

Hence, we get that

$$ P(n) = P(0) \cdot \left(\frac{\rho}{N \cdot r}\right)^n \cdot (1 - \frac{n+1}{N \cdot e}) \cdot \frac{(N \cdot r)!}{(N \cdot r - n)!} $$

$$ P(n) = 0 \quad \text{for } n < N \cdot e - 2 $$

$$ P(n) = 0 \quad \text{for } n > N \cdot e - 2 $$

Since $\sum_{n=0}^{N \cdot e - 2} P(n) = 1$

We get

$$ P(0) = \left[ \sum_{n=0}^{N \cdot e - 2} \left(\frac{\rho}{N \cdot r}\right)^n \cdot (1 - \frac{n+1}{N \cdot e}) \cdot \frac{(N \cdot r)!}{(N \cdot r - n)!} \right]^{-1} $$

Therefore, the mean waiting time for this packet is

$$ (n + 1) / \mu $$

if the packet is already in the queue at position $k$. The waiting time for the packet will be $(n+1) / \mu$, if the packet is allowed to enter the queue. If the packet is discarded, the refresh delay would rely on the next transmission of the page containing this packet which is equal to $\tau$. Otherwise the delay would be $k / \mu$, if the packet is already in the queue at position $k$.
Assume that all packets have the same probability of changing. This is appropriate if a long time frame is considered. The mean update delay over all message types is

\[ U_{\text{delay}} = \sum_{i=1}^{N} p_i \times w_i = w_i \]  

(24)

Substitute (14), (15), (16) and (17) into (23), we get

\[ U_{\text{delay}} = \sum_{n=0}^{N-e-2} P(n) \cdot \frac{n+1}{\mu_e} \cdot P(\text{enter}) + \frac{1}{N} \sum_{r=1}^{N} r \cdot P(\text{discard}) + \frac{1}{\mu_e} \cdot \sum_{k=1}^{n} \frac{1}{n} \cdot P(\text{replace}) \]  

(23)

The worst case is when the arrival rate far exceeds the transmission rate (i.e., \( \lambda \rightarrow \infty \)). The maximum queue length is \( N \cdot e - 2 \) and the discard probability is as follows:

\[ \lim_{x \rightarrow \infty} P(\text{discard}) = \frac{N(r-e)+2}{N \cdot r} - \frac{N \cdot e-1}{N \cdot e} \]  

(27)

This probability is approaching one because \( r \gg e \& N \gg 1 \) but never equal to one. Therefore, even in the absolute worst case, some benefits are still maintained. Also, this worst case does not happen in teletext as the system is designed for human reception.

A quantity of interest in this system is the probability of a packet being discarded. This happens when a packet arrives at the ghost row queue and finds that it is not already in the queue and the wait time is longer than or equal to the time required in the main queue. The update of this packet will rely on the next transmission of the page containing this packet and therefore would not get any benefit from this system. From (16), the probability of discard for any message is given by

\[ P(\text{discard}) = \sum_{n=0}^{N-e-2} P(n) \cdot \frac{N \cdot r - n}{N \cdot r} \cdot \frac{(n+1)}{N \cdot e} \]  

(26)

The discard probability is shown as a function of the utilisation factor \( \rho \), for several values of \( e \) in Fig. 6. As expected, the discarding probability increases with increases in load and decreases as the number of ghost rows increases.

Consider a teletext system with a 100 pages and the transmission rate \( \mu_e \) is 1. \( \mu_e \) varies from 1 if one TV line is used in VBI transmission to around 650 if all lines are used in full channel transmission [2]. The original number of packets per page \( r = 24 \) as in normal teletext transmission [2]. Using (2), the average access time and update delay without using any background memory is 50.5. Fig. 2 shows the access time versus memory capacity. Fig. 5 shows the update delay versus \( \rho \) with different number of \( e \). It shows that significant improvement on update delay can be achieved using this method. As expected, the improvement reduces with increasing \( \rho \), because as \( \rho \) increases, the probability of discard increases as shown in Fig. 6.

From Fig. 7, the percentage improvement in update delay is a function of \( \rho \). If \( \rho \) is large, this system would not be very effective. As discussed above, \( \rho \) is normally small because teletext is designed for human reception and therefore the data change rate would not be too fast. Take the teletext system being used by the Stock Exchange of Hong Kong as an example. They use full channel transmission in PAL format, the transmission rate \( \mu_e \) is around 600 pages per second. This system was monitored during an active trading day with turnover over 100 billion Hong Kong dollars and it was found that the average data change rate was below 10 kbit/s. If the number of ghost row used per page in this new system is \( e = 1 \), the transmission rate for the ghost row queue \( \mu_e = 600 \) packets per second or 192 kbit/s. This is equivalent to \( \rho < 0.1 \) which is very small and therefore significant.
improvement can be achieved. It is anticipated that the data change rate for most other real time teletext system would also be around this region.

For users using older terminals without the capability of decoding the ghost rows, using (9), the average access time and update delay with $e=1$ is only increased by around 4% which is hardly noticeable. We can conclude that the new system is also downward compatible to the older equipment.

![Graph showing the percentage reduction in update delay versus utilization factor $p$.](image)

**VI. Conclusions**

Both the access time and the update delay are important factors contributing to the quality of services of the broadcast systems. We have analyzed the performance of using ghost rows and modern receivers with storage capabilities to shorten these delays using full channel teletext as an example. The results showed that significant improvement can be achieved. In addition, older equipment may still be used in the new system with very little degradation. The same algorithm may apply to other wide band systems with the ghost rows replaced by a small secondary channel.
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