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Adaptive Lattice Filters for CDMA Overlay

Jiangzhou WangSenior Member, IEEENd Vicknarajah Prahatheesan

Abstract—This paper presents the behavior of reflection coeffi-  This paper is organized as follows. Section Il introduces the
cients of a stochastic gradient lattice (SGL) filter applied to a code- pasic concepts and notations of the CDMA system and derives
division multiple-access overlay system. Analytic expressions for i reflection coefficients of a two-stage lattice filter. The per-
coefficients for a two-stage filter are derived in a Rayleigh fading . . .
channel with the presence of narrow-band interference and addi- forr_nan_ce, meagured by the S|gn_al-t0-n0|s_e ratio (SNR_)’ of the
tive white Gaussian noise. It is shown that the coefficients of the lattice filter applied to CDMA environment is presented in Sec-

lattice filter exhibit separate tracking and convergent properties, tion lll. In Section IV, numerical results and conclusions are pre-
and that compared to an LMS filter, the lattice filter provides fast  sented.

rate of convergence, while having good capability of narrow-band

interference suppression.

Index Terms—CDMA, lattice filters, narrow-band interference

. Il. FILTER COEFFICIENTS
suppression.

As shown in Fig. 1, the receiver can be categorized into the
|. INTRODUCTION following parts: a bandpass filter, a lattice filter, a despreader,
and a hard decision device. It is assumed that the channel be-

D IRECT-SEQUENCE code-division rrultlple-accis§ (DStween the CDMA mobile user and its base station is a Rayleigh
CDMA) communications Is a popular approach in CelIfading channel. The received signét) at the base station con-
lular mobile communications, due to its efficient utilization o

. o o _ ) Eists of the sum oK independently-fading CDMA signals, a
channel bandwidth, the relative insensitivity to multipath in5, .o, hand interfering signal, and band-limited additive white
terference and the potential for improved privacy. In add't'c’@aussian noise (AWGN)
to providing multiple-access capability and multipath rejection,
spread-spectrum communications also offers the possibility of K
further increasing the overall spectrum efficiency by overlayi _ _ _
a CDMA network on the existing narrow-band users [1]—[5?.%) = V2P kz_:l Arbi(t = mi)ar(t — i) cos(2fot + i)
Such a procedure must be done very carefully so as not to cause i) £t (D)
intolerable interference for either the existing narrow-band users )
or the CDMA users. )

A number of studies have been performed using least méghereP represent_s signal powefd,_ den(_)tes the_CDMA car-
square (LMS) filters to reject narrow-band interference iHE" frequencyby(?) is thekth user binary information sequence

DS spread-spectrum (or CDMA) systems [1]-[8]. The LMé"ith bit durationZ};, anda,(¢) is a random spreading sequence

algorithm performs well except for its slow rate of convergenc@f the kth user with chip duratioff. and processing gaify
= T3/7.). The random gair;, and phasep;, of the kth

A lattice algorithm has been proposed as an alternative a . A X )
efficient solution since it provides improved rate of converdser have a Rayleigh dls_trlbuno_n W'm(_ﬁk)_ = 2p for all k
gence when applied to a linear chirp FM signal [9]. This papéf = 1- ---» &), and a uniform distribution ifp, 2r), respec-
studies the performance of a lattice filter applied to rejectirfy€!y- The path delay is uniformly distributed in0, 7). The
narrow-band interference in a CDMA overlay situation. TheDMA signal bandwidth isB. = 2/T.. As its spectrum is
reflection coefficients of a stochastic gradient lattice (SGISNOWN in Fig. 2(#) is a Gaussian narrow-band signal (or in-
filter are updated by a gradient-based algorithm. At each ti/ference), given by

step, new reflection coefficients are calculated based on the

previous values of reflection coefficients and the current valueg(t) = j.(t) cos[2n(f, + A)t] + js(¢) sin[2x(f, + A)] (2)

of input signals. The behavior of reflection coefficients of the

SGL filter will be described in the presence of narrow-bangherej. (¢) and;, (¢) stand for the low-pass quadrature terms of
interference and channel noise in a Rayleigh fading channeline narrow-band interference with bandwidth/2, where B,
is the bandwidth ofi(¢). A denotes the frequency offset of the
interference from the CDMA carrier frequency. Further, itis as-
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Fig. 1. CDMA receiver model.
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Fig. 2. CDMA and narrow-band signal spectrums.
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Fig. 3. Lattice structure.

The detail of the lattice filter is shown in Fig. 3, and its inpuand

signal is given by e (sT., n) = e, ((s—1)T.,n—1) — R, (sT.)es (sT.,n—1)

(6)
ep(t+ 51, 0) = ey (t+ 5Tz, 0) = r(t + sTz) = r(sT.) (3)
wheree;(sT., n) and e, (sT,, n) are forward and backward

) . prediction errorsy denotes theth stage of the lattice filter, and
whereT. stands for the delay (or chip duration) of delay element (s7..) s the reflection coefficient of theth stage of the filter.
and “s” is an integer. For simple notationg;"is neglected. The Note that the lattice filter is assumed symmetric (i.e., the for-
lattice filter can be described by ward and backward coefficients of th¢h stage are the same).

Finally, assuming that the number of stageafisthe output of
ej(sTp.n) = ef (sTy,n—1) — Ry, (sTh)ey (s—1)T,,n—1)  thefilteris

(4) ri(sTe) = ep(sT., M) = ep(sT., M). (6)
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A. First-Stage Reflection Coefficient o(T.) =J sine(2np) cos(27q) (24)

From (1) and (3), a general expression for the input of the c(21,) =J sinc(dnp) cos(4nq). (15)
filter can be written as
According to [9] and Fig. 3, the general recursive equation for
e ((s —2)Te, 0) reflection coefficient of stage is given by

K
=+/2P Brbr((s — )T — m)an((s — 2)T. — T , , ,
kzz:l /k k((s -’17) Tk)ak((s -’17) Tk) Rn((J + 1)Ta) — [1 _ Oé@g(]Ta _ Tca n— 1)]Rn(JTa)
~cos[2m fo(s — )T + dr] + 5 ((s — 2)T0) tacy(§Ta, n — 1)ep(j1a — Te, n — 1) (16)
+n((s — z)To). (7)
o ) _ wherec is a convergence factor (or adaptation step sizegp-
Similarly, e,((s — y)Te, 0) also can be obtained by replacingesents theth adaptation (iteration) of the coefficient, affy
a with y on the right-hand side of (7). Note that battendy  stands for the adaptation period. The minimum valudpis
are integers. The cross correlation of the forward and backwag value which guarantees that both the current{thadapta-
prediction errors can be written as tion) and previous (théj — 1)th adaptation) input signals of the
_ _ filter are statistically independent. Normally, > 2/B;, where
Eles((s = 2)Te, O)es((s = y)Te, 0)] 2/B; is the approximate correlation time of the narrow-band
= Zs(x, y) + Z;j(x, y) + Zn(z, y).  (8) signal. Most often, via a central limit theorem, it is argued that
; _ the steady-state coefficients of the filter are jointly Gaussian [6],
SinceE{ay — ). — T, )ag 1, — 1, )} = 0for : : .
! {ar, (s = 2) i s (5 = ) 7:)} [10] for small adaptation step size. In (16), thih-stage deriva-
tive of reflection coefficients in terms of forward and backward
K errors is shown in the following:
Zy(z,y) =P ERIEb((s — 2)T. — m)
k=1
“be((s — y)Te — mi)]Elar((s — 2)Te — )
~ar((s — )T — )] - cos(2n fo(z — y)T.]
=2PK pe(x, y) cos2nfo(z — y)T.]6(z, y)

k1 # k2, Zs(x, y) is given by

R, (jTo) = [1 — acg((j — VT, — Tz, n— 1)]
“Ro((j — DTo) + acy((f — 1)Ta, n— 1)
e ((j— 1T, —T.,n—1)

=2PKpé(x, y) )]

where B[] = 2p R, (2T,) = [1 — acd(T, — Te, n — 1)] Ro(Z0)
1, T=1y + aep(T,, n— Vey(T, — T, n— 1)
6 v} =10 therwi 2
; otherwise R, (T,) = [1 - acj(—T%, n— 1)] R,(0)

ands(zx, y) is the autocorrelation function of the baseband data + aep(0, n— Dey(=T¢, n — 1).
bi(t) with =(x, v) = 1 for x = y. Assuming thatf,T. is an
integer, the tern&; (x, y) is given by AssumingR,,(T,) = 0 (initialization), one obtains

Zj(x, w) = E[j((s = ) Te)s((s = )T2)]
J Y

(
sin(n(z — y)T.By) R ((j+1)1%) :O‘Gf(jrav n— ey (1o — Ty n —1)

cos[2r A(x — y)T¢]

w(x — y)T.B; 4 )
=J sine2n(xz — y)p] cos[2n(x — y)q] (10) ta ; cs((f =)o, n—1)
whereJ stands for the average power of the narrow-band signal. e ((f —2)To —Te, n—1)
The functionsin ¢[z] is defined asin ¢[x] = sin(x)/z. Finally, ‘ 1 200N T 1 17
the termZ, (x, y) is given by ' 111[ —ae,((j=r)Ta=Te; n=1)]. (17)
Zn(z, y) = En((s — 2)Te)n((s — y)To)] o : , .
N, Substituting. with 1in (17), the first-stage reflection coefficient
= 2Bcb(z, v) Ry ((j +1)T,) can be obtained
=N,B.6(z, v). (11)
From (9)—(11) Eles((s — z)T%, 0)es((s — y)Te, 0)] is an even R+ 1)Ta) |
function against: — y. Therefore, defining = aef(jTa,, 0)es (T = 1o, 0)
J
c(lz —yl|Te) = Eles((s — 2)Te, 0)er((s — )15, 0)]  (12) +ad ep((j— 2)Ta, 0)es((j — 2)Ta — T, 0)
r=1
one obtains from (8)—(11) @
N [ = aeg((j— )T, - T, 0)] . (18)

e(0) =2PKp+J + N,B. (13) 1



WANG AND PRAHATHEESAN: ADAPTIVE LATTICE FILTERS FOR CDMA OVERLAY 823

Since thejth and(j — 1)th adaptation input signals of the filter Therefore, (22) becomes
are independent, the expectatiofyf{ (j+1)715) can be written

as E[R((j + DT5)]
J
E[Ry((j + VT.)] = ae(T2) + [ae(T2) — 302e(0)(T2)] - D i
= aEef(jT,, 0)ep(jTo — Ty, 0)] ;
; 1—
J _ a2 9
+a Y E{ef(( o), (G~ )T~ T:. 0 = oclle) + el ) = 3070l To] | 7= 91] -
r=1
1= acg((j — )T, — T¢, 0)] } It can be seen from (24) that the separate steady state and
z—1 transient components of the coefficient are shown. Since
. H {1-aE[e}((j—T. - T, 0)]} (19) lim;_.. g = 0, from (13) and (14) and (20) and (21), the
r=1 steady-state mean of the first-stage coefficient is given by
where Elc}((j — r)T, — T., 0)] = ¢(0), given by (13), rep- E[Ri] = lim E[R((j +1)T,)]
resents the average power of the input of the lattice filter. It is Jeo
assumed that _ dTe) = 2ac(0)c(Te)
c(0)
A = ac(0) (20) _(1-2)). (J/8S) - sinc(2mp) cos(2mq) (25)
and K+ J/S +2N(E,/N,)~*
g=1-2 1) whereJ/S = J/(2Pp) is the ratio of narrow-band interference

to signal powerN = 73 /T, is the processing gain, afg, =
where) is the scaled adaptation step size, and practically, 2PpT;.

A< 1(or0< g1 <1). Thus ) o
B. Second-Stage Reflection Coefficient

ER ((j+1)To)] Since finding closed-form solutions to the coefficients is im-
= OéE[Cf(JTa, 0)ey (T, — T, 0)] possible for the case of the second stage, the second-stage re-
cursion equation is presented. Substitutingith 2 in (16), the
+a Z Eles((G—2)Ta, 0)er((j —2)Ta =T, 0)]gr ™ second-stage reflection coefficient is given by
r=1

Ro((j+ 1)T) = [1 — ey (T — T, 1)] Ro(4T0)
—“22E ef((j—2)T%,0) ey((j—=)T.—T.,0)] g} taes(Ta, ey (jT, — Te, 1), (26)

(22) Itis seen thatRo((j + 1)T3) is a function of the forward and
backward errors of the first stage. Since it is only a function of
where from (12) the past inputs of the second stagi(;7,) is independent of
currentinputs: ¢(57,,, 1) or e, (j1,, — 1., 1). Therefore
Bl (7. 0)au (T, — T:. 0)] Puts: {7t 1 orenls )
= Eles((j — 2)Ta, 0ey(( — 0)Ta — T, O] = (T2).  E[Ro((G+1)To)] = {1-aF [}(jTu—T.,1)] } E[Ra(FT0)]
Eles(§T0, Vey(jT,—T.,1)]. (27
Based on the central-limit theorem, when the number of ac- Fokles(s Jer(J I @n)
tive usersK is large(K > 1), the sum of all CDMA signals |n order to obtain the mean of the coefficient, the following
can be approximated by a Gaussian random variable. Since @ ations will be used (see Fig. 3):
narrow-band signal is also Gaussian, the input sigagl§j —
x)1,, 0) andey((j — »)1, — T, 0) are Gaussian. There is a ¢;(j7,, 1) =e;(jT,, 0) — Ri(§T.)es (T, — 1=, 0)  (28)
well-known result

and
E[X1 X2 X3X4] ey(J1a, 1) = ep(j1a — 1o, 0) — Ri(jT0)es (510, 0).  (29)
= BION] B+ B[NG XS] ELOX] Both Blep(jT,, 1)ey(iTe — T, 1)] andE[e (i T, — To, 1] in
+ F[X1X4] F[X2X3] (27) are given by [11]
when allX;, X5, X3, X4 are Gaussian. Therefore, one obtains . . (2T, .
b o Xy X aBles T, DT = T D] =3 | 2500 4 44 5

E [Cf(( 2)T,, 0)ep((j — =)T, — T, 0)] (30)
[ H(G— =), — T, 0)]
Elep((j —2)Ts, 0)er((j — )T, — T, 0)]

( )e(T). (23) aF [j(jT, — T, D] = A1+ A+ B(j)]  (31)
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wherec(+) is given by (12),4 and B(j) represent the steady-The transformation between the weights and the set of reflection
state and convergent components, respectively, and are giverbgfficients is highly nonlinear. However, both implementations

A==2)\1—=N[e(T)/c(0O)] + 1% —2(1 - \)
(1= 3N)[e(L2)/e(0) + 53\
AL+ 20(L) O - 2B [2228] + NE [27 28]}

are mathematically equivalent. But there are some practical dif-
ferences such as convergence and tracking performances. The
relationship between coefficients and weights can easily be de-
rived.

For a two-stage filtef A = 2), from Fig. 3, the first-stage

(1-3)) forward and backward errors are given by
> 5 ep(t, 1) = r(t) — Bu(t) - r(t = T0) (38)
AT /0L~ 6)) + N E [£1Z3] } (32)
: 9 i1 @t and
B(j) =2(1 = (1 = 3V[e(L)/e(O)Pg] = A 52—
—9[(T2)/(0)] [g{'l _ (29%31)\) The second-stage forward error is given by
AT — 63) + X [2: 23]} (33) oslh 2) = eslt ) = Falt) - enlt =T, 1) (40)
whereg, is defined as Substitute (38) and (39) into (40), and one obtains
g = 1 20¢(0) + 3022(0) = 1 — 22 £ 3\ (34) ri(t) =est, 2)
=r(t) — [Ru(t) — Ri()Ra ()]
and0 < g» < 1when) < 0.8. Z; andZ; are zero-mean cr(t —T,) — Ro(t) - r(t — 2170)
Gaussian variables with[Z; Z>] = ¢(1.)/c(0) and E[Z2] = 2
E[Z3] = 1. Starting with the initial value of = 1 and setting = > wur(t —ml.). (41)
E[Ry(T,)] = 0, substitute the mean df[R.(j1,)] at each m=0
iteration in (27) in order to obtain the mean of the second—sta_clle . .
coefficient, E[R»((j + 1)T.,)]. Finally, by lettingj approach 1nen. the corresponding weights are
infinity in (27), one obtains we = 1
0=
. . = —Ry(t) (1 - Ry(t)) (42)
lim E[Ry((j + 1)L, 1 L
JLIEO [ 2((‘1 + ) )] {w2 _ —Rg(t).

= Jim {[1 - aB (G(T. - T, 1)] BlR(T)]
+aE[ef(jTa7 1)eb(jTa =T, 1)]} . (35)
Since

ElBy) = lim E[Ry((j +1)T2)] = lim E[Ry(iT.)

Assuming that theéth user is the reference user and= ¢;
0, the despreader output is given by

/(“H-l)Tz,
Ty

where2 cos(2x f,t) is the local recovered carrier angl(t) is

() rp(t)2a;(t) cos2n fot)dt  (43)

andlim; _., B(j) = 0, the steady-state mean of the secondbe spreading sequence of the reference user. Since the high-fre-

stage coefficient is given by
1iInj—>o<> aE[ef(jTav 1)61) (jTa - ch 1)]

limj oo aBle;(j1y — 1, 1)]
_(2T)/c(0) + A

E[Ry| =

1+ A4 (36)
Ill. SNR
The output of the lattice filter is given by
M
re(t) = Z W r(t —mT,) = esp(t, M) (37)

m=0

whereM denotes the number of stages of the lattice filtgy,

are weights which can be obtained from reflection coefficients.

guency terms are removed by the integrator, the above expres-
sion reduces to

K

€)= V2P FLLY + I+ N+ > I (44)
k=1
ki

Wherebgf’) stands for theyth bit of theith user. The first term

on the right-hand side of (37) is the desired signal and the
useful signal power igtPpT?. J(v) is due to the Gaussian
narrow-band signal, given by

mpfwj

7-7);)8[27T(f0 + A) (t — mTL)] + jo(t —mT.)
-sin27(fo + A) (t — mT,)]} 2a,(t) cos(2n f,t) dt.

G+DT
{Je(t = mTz)
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Since the double frequency components are removed by thekinally, analogous to [2], the variance of the multiple-access

tegrator,J(v) is approximated by mterference(zk 1 Ix) is given by
N-1 (n+1)T. 2 AP(K — 1)pT}
Z Wm Z af” / {Je(t +T — mI) i M M
m=0 T S Ewl] 43> Elwnwapl|. (50)
ccos[2nA(t + vT, — mTL)] + 45t + ¥, — mTL) m=0 m=0
Sin[ZWA(t + 9Ty —mT.)|} dt The output SNR is given by

N-1

(n+1)T, o
- 4P pT;
nTc o5 F+oytog

(45) 1 B\ M (J/5) M

) 2 g
wherea{™ represents thath chip of sequence;(t) and(t) m=e K1 =0 ma=0
is the low-frequency version gf(¢), given by (2), and is also E [wpm, wim, | Qlma, ma) + (K —1)
Gaussian, defined by 3N

Z E [wrQn] + % ’ Z E[wnlwnl+l]] }

m=0 m=0

m=0

-1

J(t) = 4o(t) cos(2mAt) + js(t) sin(2w At). (46)
(51)
The autocorrelation function gi¢) is the same as (10) and the
variance ofJ(v) is given by (47), shown at the bottom of the IV. LMS FILTERING

page, wher&)(my, m2) is defined as _ o ) ]
By replacing a lattice filter with an LMS filter, the CDMA

1 receiver with an adaptive LMS filter is constituted [1, Fig. 1].
Q(my, ma) = / (1 —|7]) sin c[27p(T — my + my)] As in [1], the adaptive LMS filter is modeled as consisting of
-1 a Wiener filter and a misadjustment filter operating in parallel.

-cos[2mq(T — m1 4+ m2)]dr.  (48) The output of the LMS filter is given by
M

In (44), N(v) is due to the thermal noise with variance re(t) = Z (m + V) - 7(t — mT})
m=—M
M M
ok = NI Y E[w?]. (49) = > wpr(t—ml.) (52)
m=0 m=—M
o7 =E[J*(v )]
N-1 ( ) (4+1)Te
Z w'rnl Z " / 7(t1 + ’YTb - mch) dtl
m=0 n1=0 ni17e

M N—-1 (no+1)T. .
- Z UJnLQ Z CLEnQ) / 7(t2 + ’YTb — mch) dtQ
n12—0

no=0

}

(n+1)T, (n+1)T,
Z Z ] / / Efj(t1 + Ty — muTo)j (b2 + AT — maT.)] dty da

m1=0 mo=0

N—-1

MM
Z Z E [Wn, W, ] - Z / / t1 +9T0 + nT. — miT.) (tg +~Ty +nT, — moT, )} dt1 dito

m1=0 mo=0

Z Z wmlwmz]N/ J sinc(2mpl[r /T, — (m1 — ma)]) cos2mq[r/T. — (m1 — ma)]) (T. — |7|) d7

m1=0 mo=0
M

2
J T Z Z wrnlwrnz] Q(mb m2) (47)

my1=0 mg=0
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Where 1.0 T T T T T
, V.l} 4 ‘/M, A
’ U i H AR ] 1
Wm = Om + Um (53) 08 | i ‘:,\V‘V ‘: : Y /"I
Yo b
K ]
o, denotes thenth tap coefficient (deterministic) of the Wiener ¢ ’
filter, v,,, denotes thenth steady-state tap coefficient (random)-8 6 1
of the misadjustment filter. Note thag is always zero, because
the center tap of the Wiener filter is fixed at 1 (i.eo = 1). It & | ]
is assumed that,,, = «_,, andv,, = v_,, for double-sided E
filters. Since each stage of a lattice filter has two taps (reflectio& :
coefficients), the number of taps on each side of the double 02 T AaMicaimean |
sided LMS filter is set the same as the number of stages of tt K =30, £,/N, = 20d8, J/5 = 2508, p = 005 g =0, 1= 005
lattice filter for fair comparison (the same number of total tap: 00 L - ’f T
for both filters). Therefore, the sum in (52) is fromi/ to M ) 50 100 150 200 250 300
for LMS, whereas the sum in (37) is from 0d for lattice. Nurmber of iterations
From the LMS adaptation algorithm, the tap coefficient (@
vector of the misadjustment filter can be presented as 05 . . . . ‘
VG +1) = [ - aX()XT ()] V) +ac™ ()X () oal o |
A ) T, . ) A . ) "’ll‘ / \5"!-' \\-./\l:’\.‘\ o~ , o
— _ ; ; ; T ; ; Y LI . \ Lok 44770
I 0 XHXTD) |V + 0N (1) X() 2 LA A
(54) % 03+ ; AN E
3
]
. . . ]
whereV (j) is the column tap weight vector on thth adapta- 8 5| : _
tion, I stands for an identity matrixY () is the column sample g |
vector of the input signal on thgth adaptationA = ac(0) is :’ :
the scaled adaptation step size, which is assumed the same %1y T Arical mean |
both lattice and LMS filters, and" () is the prediction error at ; K= 30, £, /N, = 208, J/S = 2508, p = 0.0%, g = 0, A = 0.08
the Wiener filter output on thgth adaptation, and is given by ool { T ) .
o 50 100 150 200 250 300
M Number of iterations
e*(j) = Z Qe (t — mTL). (55) (b)
m=—M Fig. 4. Analytical mean and simulation of the reflection coefficients of lattice

filters. (a) First stage. (b) Second stage.

Analogous to (8)—(15), the steady-state variance*@j) can
easily be derived as

M
E[(¢")’] =@2KPp+N,B) > ab+J

filtering can be obtained from (51) by substituting,, with
am + vy, and 0 in the sum with- A, respectively, i.e.,

M

m=—M 1 (B! 2 A w2
o SNR:{§-<E> (z Blad) + M B[]
. Z Z Qg Oy, S0 (27 (M1 — M2)p) s Mm_fj\fw
mi=—M mo=—M J/S
- cos(2m(my — ma)q). (56) + ON <W;M mQ;ME [0, m, ] QM1 m2)
When the input signal is Gaussian, the steady-state tap coeffi- M i E [(e*)g] (0, 0)
cient covariance matrix has been shown in [1, eq. (A13)] as c(0) ’
M
VVT] = lim E[VG+1D)VT(G+1) (K-1) 2 A o
V'] = [ ] — m;ME[am]—i-Mc(O)E[(e 7]
~ 22(0) E ()] 1 (57) . w .
+§ ;AlE[anlanl+l]] } - (58)

With the Gaussian assumption of the input signal, the tap coeffi-
cient covariance matrix is a diagonal matrix, which completely

defines the statistics of the misadjustment filter for the Gaussian
input signal. That is, in the steady state, the variance of different

V. NUMERICAL AND SIMULATION RESULTS

tap coefficients are equal and different tap coefficients are un-It is assumed that the ratio of interference bandwidth to that
correlated and independent. The performance (SNR) of LMBspread spectrum is 5¢ = 0.05) and the ratio of the offset
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Fig. 6. SNR of the CDMA overlay system against the number of iterations.

lated coefficients fluctuate around the analytic means. Note that
recursive (17) is used for the simulation with= 1 andn = 2,
respectivelye = A/¢(0) andR;(0) = R»(0) = 0.
| For comparison, Fig. 5(a) and (b) shows the coefficients of
the LMS filter with the same parameters as in Fig. 4(a ) and (b).
Itis seen from Fig. 5(a) and (b) that it takes more than 200 iter-
ations for the coefficients to converge. That is, the convergence
of LMS filters takes longer (about twice) than that of lattice fil-
014 | ---- simulation | ters. The reason for the lattice to converge fast is that each stage
-0.16} of the lattice converges individually [see (16)], independent of
o8 | the remaining stages (i.e., the various stages of the lattice are de-
' coupled from one another). However, the adaptation of the LMS
-0.2 ‘ is related with all taps (or coefficients) together [see (54)].
0 %0 1°ﬁ,umber o}iﬁ,aﬁo,,s (SOO 250 30 Fig. 6 shows the output SNR’s of CDMA overlay systems
®) with both lattice and LMS filters. It can be seen that the lat-
] ) ) ] o ] tice filter converges faster (about twice) than LMS filter, which
E:?stscoe%';f‘elﬁtt'ﬁ)m(eb";”siggrfg?é':%g?eﬂ&?;’ coefficients of LMS filters. (3)g - onsistent with Fig. 5(a) and (b). However, the SNR perfor-
mance for both filters is very close in the stable state (i.e., the

of the interference carrier frequency to half that of spread spétg_ratior_l numbey > 200). By use qf the filters, the SNR perfor-
trum is O(¢ = 0). That is, the narrow-band interference is cerfnance in the stable state can be improved by as much as 10 dB,

tered at the CDMA spectrum. The processing gain is 750 aﬁampared to_ that without filters (i.e/,= 0). . .
the number of stages of the filter i 2/ = 2). The number of In conclusion, because each stage of the lattice converges in-
simultaneous users is 3& = 30). The normalized adaptationdiVidua"y' independent of the remaining stages, the lattice filter
step size is 0.05X = 5%). The ratio of narrow-band interfer- provides fast rate of convergence, while having good capability
ence to signal is 25 dBJ/S = 25 dB) of narrow-band interference suppression.

Fig. 4(a) and (b) illustrates the mean of the first-stage and
the second-stage reflection coefficients of the lattice filter, re-
spectively, as a function of the number of iterations. Also, sim- The authors would like to thank the anonymous reviewers
ulation results with single runs are shown. It is seen from tland the Editor, Dr. Z. Kostic, for their helpful comments and
solid curves of the two figures that it takes about 100 iteratiossiggestions, which improved this paper significantly. J. Wang
for the coefficients to complete the convergent state. Since theuld also like to thank Prof. T. S. Ng for his helpful comments.
ratio of interference bandwidth to that of spread spectrum is 5%

econd coefficient (o)
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