
IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS, VOL. 32, NO. 5, OCTOBER 2002 553

Defect Detection in Textured Materials Using
Optimized Filters
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Abstract—Theproblemofautomateddefectdetection in textured
materials is investigated. A new approach for defect detection using
linearFIRfilterswithoptimizedenergyseparation isproposed.Per-
formance of different feature separation criterion with reference to
fabric defects has been evaluated. The issues relating to the design
of optimal filters for supervised and unsupervised web inspection
are addressed. A general web inspection system based on the op-
timal filters is proposed. The experiments on this new approach
have yielded excellent results. The low computational requirement
confirms the usefulness of the approach for industrial inspection.

Index Terms—Defect detection, industrial inspection, optimized
FIR filters, performance evaluation, quality assurance, textured
defects.

I. INTRODUCTION

A UTOMATED visual inspection of industrial materials
such as textile, paper, and plastic requires adaptive solu-

tions that can be executed in real time. Currently, the quality
assurance of web processing is mainly carried out by manual
inspection. However, manual inspection is labor intensive and
insufficient to maintain high quality standards at high-speed
production. For example, in the textile industry, only about
70% of defects are being detected by manual inspection even
with the highly trained inspectors [1]. Therefore, automation of
visual inspection tasks can increase the efficiency of production
lines and improve quality of product as well.

Industrial web inspection has extremely high requirements
and is most challenging as compared to other inspection prob-
lems [2]. A typical web is 1.5–2 m wide and is processed at the
speed of 8–20 m per minute. Consequently, the throughput for
100% inspection is tremendous and therefore most feasible so-
lutions require additional hardware components and reduction
in calculation complexity. At microscopic level, broad spectrum
of different web inspection problems reduce to texture analysis
problems.

In last 20 years, defect detection in textured materials has
been studied using several approaches (Table I). The detailed
description of these approaches is beyond the scope of this paper
(due to space limitations) and therefore only selective refer-
ences are provided. However, the detailed description of these
approaches can be found in [3].
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TABLE I
METHODS FOR THEDETECTION OFDEFECTS INTEXTURED MATERIALS

A. Proposed Approach

The Gabor filters and the infinite impulse response (IIR) fil-
ters are the filters with only a few free parameters and there-
fore the search space for optimization is very restricted. Better
optimization results can be obtained when the number of free
available parameters of a filter is large. A general finite impulse
response filter (FIR) has generally more free parameters than an
IIR or a Gabor filter. The single biggest advantage of FIR filters
is that they can implement any impulse response, provided it is
of finite length. Despite its several advantages, the design of FIR
filters for the defect detection has not been attempted, as can be
seen from the literature review presented in [3] or in Table I.

In this paper, a new approach to the fabric defect detection
using linear FIR filters with optimized energy separation is in-
vestigated. The fabric textures are modeled by their autocorrela-
tion functions. The linear FIR filters that guarantee optimaldis-
criminationof energy in local regions rather than optimalrep-
resentationare used in this work. These optimal filters cannot
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explicitly detect the defects but can make the detection an easier
task by greatly attenuating pixel value in the defect-free re-
gion relative to regions having defects. Theclosed-form solu-
tion suggested by Mahalanobis-Singh [44], [45] and related ap-
proach by Unser [46] has been investigated for defect detection.
The approximateclosed-formsolution suggested by Randen and
Husøy [47], [48] for optimal energy separation using Fisher cri-
terion [49] will also be used. The main contributions from this
paper [3] are summarized as follows.

1) A new approach for the defect detection in textured ma-
terials using linear FIR filters with the optimized energy
separation is proposed.

2) The performance of three feature separation criterions
proposed by Mahalanobis–Singh [44], [45], Unser [46]
and Fisher [49] has been evaluated on real fabric samples.
Two quantitative measures, i.e.,minimum sizemask and
the misclassification rate, have been introduced in Sec-
tion III-E for the performance evaluation of the optimal
filters designed with different object functions.

3) The performance of the proposed defect detection ap-
proach with the variation in the size of 1) optimal filter
and 2) smoothing filter is investigated.

4) One of the important conclusions of this work is that the
size of optimal filter has appreciable effect on the per-
formance for the defect detection. Prior work [47], [48]
on texture segmentation has not accounted for the size of
optimal filter mask and therefore some of the conclusions
in prior research have been subjective to the size of op-
timal filter masks used (more details in Section III-E and
Section V).

5) Anotherapproach forunsuperviseddefectdetection for in-
spectionofwebmaterialsusingoptimal filters ispresented.
Excellent fabric defect detection results, obtained using a
simple two-optimal-filter model, are demonstrated.

Prior texture segmentation work [47], [48] using optimal filters
has been concentrated on Brodatz album. However, the present
work on defect segmentation pertains to real meaningful pat-
terns from the textile industry. In this paper, the term “optimal
filter” refers to the linear FIR filter with the optimized energy
separation.

II. M ATHEMATICAL FOUNDATIONS

The feature extraction model used to design optimal filters
is illustrated in Fig. 1. This model was proposed by Jainet al.
[50] and has been used in several references [44], [45], [47],
[48]. The objective of the optimal filter is to extract
those frequencies where the defect-free texture has low signal
energy and the texture with defect has high signal energy. If this
is accomplished, the defective regions in the composite inspec-
tion image can be segmented by the analysis of the local texture
energy.

A. Local Energy Estimate

The energy of pixels in a gray-level image is defined
as , where stands for the expectation. The de-
fects in the inspection images are (assumed to be) local rather
than global. Therefore, a local operator is needed to compute

the energy of an image in the local region, i.e., the local
energy estimate. This is accomplished by smoothing the image

as shown in Fig. 1. Unser [51] has suggested that the
squaring operation in conjunction with (second non-
linearity) after the smoothing gives the best operator pair, from a
set of several other tested operators, for the unsupervised texture
segmentation. The classifier used in this work is a thresholding
operator. Therefore the application of second monotonic trans-
formation , to the extracted features, will not have any
effect in the classification (thresholding) of features. Therefore
the second nonlinearity has not been employed in this work.

In this model, it is assumed that the fabric textures being mod-
eled are wide sense stationary and that they can be well de-
scribed by their autocorrelation functions. Letand be the
spatial indices of acquired image . As shown in Fig. 1,
filtering of acquired image with filter gener-
ates a new image :

(1)

where ( ) denotes the 2-D convolution and is an
optimal filter to be designed. For every pixel in , the

output can be rewritten as

(2)

where and are the vectors of length ,
obtained by lexicographical ordering of columns of
and window of around pixel ( ) respectively:

(3)

The squaring nonlinear operator computes the energy of
every pixel in the filtered image :

(4)

The energy of pixels in the image is now calculated with
reference to a local region (determined by the bandwidth of
smoothing filter) around pixels at ( ). The local energy es-
timate is obtained by smoothing the image with
a filter , i.e.,

(5)



KUMAR AND PANG: DEFECT DETECTION IN TEXTURED MATERIALS 555

Fig. 1. Block diagram of the feature extraction model.

The filtered image is referred to as the feature image in
the following discussion.

1) The Feature Mean:The inspection images are assumed
to be random process, which are wide sense stationary (WSS)
over the (bounded) region of interest. Using the vector formu-
lation for the filtering operation, the mean value of the feature
image can be derived as follows [47], [48]:

(6)

The smoothing filter is a unity gain low pass filter.
Therefore, the mean feature value at the output of this filter
is equal to mean feature value at the input. Assuming that the
filter coefficients are such that , (6) can be
written as

(7)

defining

(8)

Equation (7) can be written as

(9)

where defined in the (8) is the autocorrelation matrix of the
image . The autocorrelation matrix of the vector
can be easily constructed from the two-dimensional (2-D) au-
tocorrelation function of the image [47]. Since the
in (8) is symmetric, the derivative of mean feature valueis
given by

(10)

Equations (9) and (10) will be used, in the designing of optimal
filters using theclosed-formoptimization, in the subsequent sec-
tions.

2) The Feature Variance:The variance of the feature image
is given by

Using (5), the above equation can be written as

(11)

where

(12)

The autocorrelation matrix can be readily con-
structed from the autocorrelation function of the image .
By approximating the inspection images as separable autore-
gressive process [52] of order one, the simplified expressions
for the variance and its derivatives can be developed. These ex-
pressions have been derived in reference [47] and can be written
as follows:

(13)

(14)

where is some scalar, such that

B. Object Functions for Optimization

The objective of designing optimal filters is to locate the
defects in the textured images under inspection. The response
of such an optimal filter to the inspection image with defects
should be strong, i.e., high . On the other hand, when a
defect-free inspection image, is presented to this optimal filter,
its response should be low i.e., low . Thus the obvious aim
of the optimal filter is to achieve the maximum separation
between the average local energies, i.e., and , at the
filter output.

Mahalanobis and Singh [44], [45] have proposed that theratio
between the expected energies (average feature values) of the
filter response can be used as a quality measure for the separa-
tion of features. The criterion function

(15)

was used in [44] and [45] for the optimization of a linear FIR
filter, i.e., selection of an optimal filter. The measure of relative
distancebetween the average feature values can also be used for
the optimization of a single filter with respect to the discrimina-
tion between two textures. The object function

(16)

was originally suggested by Unser [46] for the design of op-
timal texture transforms. The design technique suggested by
Unser [46] cannot be directly used for the filter design, since the
texture transform corresponds to the sub-sampled filter-bank.
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However, Randen and Husøy [47], [53] have adapted this ob-
ject function for the designing of optimal filters for the texture
segmentation.

The main disadvantage of the object functions and
is that the variances of the features, and , are not

taken into account. Consequently, the optimal filters designed
with respect to these object functions can only achieve large
separation of feature means and . But if the variance of
local energy estimate and are large, then the feature dis-
tribution can considerably overlap. Therefore an optimal filter
should not only produce large separation of mean local energy
estimate, but also yield low variances and . An object
function that is commonly used in the pattern recognition liter-
ature is theFisher criterion[49], which also takes variances of
the feature distributions into account.

(17)

The mathematical framework for designing the optimal filters
with respect to these three criterion functions will be reviewed
in the following three sections.

1) Optimization Using as the Object Func-
tion: From (9) it can be noted that the average feature value,

and , is a function of the filter coefficient vector .
Therefore, (15) can be written as

(18)

finding the filter coefficient vector, , corresponding to the
maximum object function , entails the solution of

or

(19)

Let

(20)

Equation (19) yields

(21)

This is an eigenvalue equation where the filter is the eigen-
vector and is the eigenvalue. The expression for eigenvalue
is identical to , i.e., , the object function to
be optimized. Therefore, the optimal filter is the eigenvector
that yields maximum object function . The choice of the
weakest eigenvector corresponding to smallest eigenvalue (ob-
ject function) generates inverse solution, i.e., gray levels in fil-
tered image are interchanged from maximum to minimum [44].

2) Optimization Using as the Object Function:The
filter optimization with respect to the object function
maximizes the squared difference of average feature values, nor-
malized by the product of average feature values. The optimiza-
tion with respect to entails the solution of

using (23) and the chain rule of the differentation, the above
equation yields

(22)

Substituting from (9) and (10) in (22), we get

(23)

where again

(24)

The (23) is the same eigenvalue problem as (21) in the previous
optimization approach. Thus in this approach also, the eigen-
vector yielding the maximum object function is selected as the
coefficients of the required optimal filter .

Since , the eigenvalues in (23)–(24)
are used for the selection of corresponding eigenvector. In gen-
eral , therefore the eigenvector selected by
this approach, as the optimal filter , can bedifferent from
those computed by the previous approach in Section II-B1.

3) Optimization Using as the Object Function:As
in the previous two cases, the optimal filter that maximizes the
object function can be found by equating the partial
derivative of to zero, i.e.

or

(25)

Randen and Husøy [47] have developed aclosed-form solution
for the above equation using the approximate expressions of
variance and its derivative. By substituting the expression for
mean and its derivative from (9) and (10) and variance expres-
sions from (13) and (14), (25) can be simplified as

which can be further simplified as

or

(26)

Equation (26) is identical to the eigenvalue problem discussed
in the previous approaches, i.e., (21) and (23). Thus the coeffi-
cients of the optimal filter can be obtained from the eigenvectors
of ( ) which generates the maximum object function

.
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To sum up, the optimal filters corresponding to three object
functions suggested by Mahalanobis–Singh [44], [45], Unser
[46] and Fisher [49] are computed as follows.

1) The correlation matrices and from fabric sam-
ples are computed.

2) The eigenvectors of ( ) are computed.
3) The eigenvector yielding maximum object function

( , , or ) is selected.
4) Optimal filter is obtained from elements of ,

by inverse lexicographical reordering.

III. SUPERVISEDDEFECTDETECTION

In most industrial inspection problems, the priori knowledge
of defect to be detected is available. Inspection of such known
defects can be regarded as supervised defect detection [3], [34].
For some known category of defects in textile webs, specific op-
timal filters can be designed to detect those defects. The selec-
tion of parameters for designing these optimal filters and their
performance on the defect detection has been investigated in the
following sections.

A. Size of the Optimal Filter

The dimensions of an FIR filter are related to its bandwidth.
Filters for large bandwidth require smaller dimension and vice-
versa [44]. Appropriate dimensions of optimal filter can be de-
termined from the spectral characteristics of fabric image, which
is related to yarn density and weaving pattern. For a plain weave
fabric, if the yarn density is high, then its image pixels will be-
come uncorrelated rapidly. This means that the spectrum of such
fabric has probably high frequency content that require large
bandwidth or spatial filter of lower dimension. Similarly, filters
of large spatial dimension are needed for the fabrics with lower
yarn density. However, the spectral characteristics of a fabric
defect can be entirely different from its defect-free background,
i.e., yarn density. Therefore, above all, as will be seen in Sec-
tion III-E, the size of an optimal filter depends on the spectral
characteristics of the defect to be detected. A symmetric region
of support is required for accurate edge localization and there-
fore, only odd sized filter masks are designed.

B. Selection of a Smoothing Filter

An important element in optimal filter design is the choice
of smoothing filter. The objective of a smoothing filter is to
transform areas of high local band pass energy to strong gray
level distributions. Among several candidate filters, Gaussian
low pass smoothing filter is commonly used [47], [48], [50],
[51] since it is separable and offers optimal joint resolution in
spatial frequency and spatial domain:

(27)

The choice of bandwidth determines the frequencies to be in-
cluded for local energy estimation at the output. Finite approx-
imation of the above filter (in (27) implemented as separable

convolution masks are used as smoothing filter. As proposed by
Jainet al. [50] the choice

(28)

is most appropriate and is used for all experiments shown in this
paper. The choice of center frequencydepends on the number
of pixels occupied by one yarn in an image. For all twill fabric
samples shown in this paper, one yarn occupies approximately
eight pixels and therefore is chosen. While filtering
the image near the image boundary, the image is assumed to be
extended by its mirror image, i.e., with even reflections.

C. Experimental Setup

Samples of the most commonly occurring fabric defects in
the twill and the plain weave fabrics were gathered from a
loom. The images of all these fabric samples were acquired
under backlighting condition and covered 1.281.28 in area
of the fabric sample. The acquired images were digitized into
256 256 pixels, with eight-bit resolution. While evaluating
the performance for the defect detection, those images were
preferred in which the defects were hidden in the background
texture and therefore the defect detection was expected to be
difficult. In all the experiments, the analyzed images have zero
mean and were histogram equalized. A Gaussian low pass filter,
as described in Section III-B, was used for smoothing. For
all the experimental results reported in this paper, the spatial
extent of the Gaussian low pass filter is empirically fixed as

, unless otherwise explicitly stated.
The fabric defects in each of the gathered images are local-

ized in a small region, i.e., they are not global. If the com-
plete 256 256 pixels image is utilized for designing the op-
timal filter, the discriminating effect of defect from its large de-
fect-free background diminishes due to the inherent averaging
that takes place while computing its correlation matrix .
Furthermore, the computational time for computing the corre-
lation matrices, and , for the complete image is sig-
nificantly high. Therefore, only a small image pitch from the re-
gion of image having defect (and equal sized image pitch from a
defect-free image) is utilized for designing optimal filters. The
size of this image pitch is empirically determined and it depends
on the spatial extent of the defect in an image.

D. Results

Fig. 2(a) shows the sample of a twill weave fabric with the
defect commonly referred to asmispick. Using as the
object function, a 7 7 optimal filter was designed to segment
the defectmispick. Fig. 2(h) shows the possible eigenvalues of
(21). The eigenvector corresponding to the largest eigenvalue
(4.419) was picked up as the optimal filter. Fig. 2(g) shows
the magnitude frequency response of this optimal filter. It can
be seen that the magnitude frequency response exhibits pass-
bands where local energy estimate is high (corresponding to de-
fect) and stopbands elsewhere. The filtered image is shown in
Fig. 2(b). As seen from this image, the standard deviation of
individual pixels corresponding to defect is much higher than
those due to defect-free region and, therefore, defect can be seg-
mented by any two class linear discriminant function, typically
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Fig. 2. (a) Fabric sample withmispick, (b) after filtering with 7� 7 optimal filter, (c) local energy estimate of image in (b), (d) segmented defect after thresholding
image (c), (e) segmented defect after thresholding (b), (f) 2-D mesh plot of local energy estimate, (g) amplitude frequency response of 7� 7 optimal filter, and
(h) object function for each of the 49 eigenvectors.

thresholding. The segmented defect in the thresholded image
is shown in Fig. 2(e). The local energy estimate for the image
in Fig. 2(b) is shown in Fig. 2(f). Since the average local en-

ergy for region corresponding to defect is 4.419 times (greater
than one) that of defect-free region, the defect can be easily be
segmented by simple thresholding [Fig. 2(d)]. The optimal fil-
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TABLE II
MAXIMUM OBJECTFUNCTION AS A FUNCTION OF MASK SIZE FOR THE

MISPICK SHOWN IN FIG. 2(a)

ters designed in this experiments were found to be robust (as
will be shown in Section III-E) and have successfully detected
defects of similar nature lying anywhere in the image under
inspection. The magnitude of the three object functions, i.e.,

, , , for the different optimal filter size
( ), for the defect in Fig. 2(a) is shown in Table II. With
the increase in mask size from 33 to 19 19, the maximum
eigenvalue of (21) or the object function increases lin-
early. The high magnitude of results in higher attenu-
ation of the defect-free region relative to the region having de-
fect, but is computationally expansive. For the image shown in
Fig. 2(a), the optimal filters (eigenvectors) selected by using the
object function were same as those for , for all
the different mask sizes shown in Table II. Therefore, as dis-
cussed in Section II-B2, the object function in Table II
can be computed directly from , e.g., for 7 7 mask

Fig. 3 shows some fabric samples with different defects
and their detection using three different object functions. A
plain weave fabric sample with a defect, commonly referred
to aswrong-draw, is shown in Fig. 3(a). Three 5 5 optimal
filters, corresponding to three different object functions, were
designed to detect these fabric defects. The detection results
for these defects are shown in Fig. 3(b)–(d). Fig. 3(e) and 3(m)
shows twill weave fabric sample with defectcolored-yarnand
dirty-yarn respectively. The results for these defects with the
corresponding 7 7 optimal filters are shown in Fig. 3(f)–(h)
and 3(n)–(p). The results for the fabric defectcolored-yarn in
Fig. 3(e) shows that the 7 7 optimal filter selected by using
the object function emphasizes on the defect-free
background, while the optimal filter selected by using the other
two object functions emphasize on defect and gives better
results. Another twill weave fabric sample in which the defect
broken-end is visible with great difficulty appears in Fig. 3(i).
As shown in Fig. 3(j)–(k) 7 7 optimal filters designed with
object functions and fails to detect any defect.
However, the use of theFisher criterion ( ) has suc-
ceeded, as can be seen in Fig. 3(l). The optimal filters designed
for the four images in Fig. 3 were same for the object function

and . However, this may not be the case always
and the different optimal filters can be obtained with these two
object functions as will be shown in Section III-F.

The images shown in Fig. 4 depict four different kinds of
fabric defects. The detection results for these images, using the
optimal filters designed with are shown in Fig. 4. The
size of optimal filters used for these images is kept small and
is mentioned in the figure captions. The small sized optimal
filters, in the range of 3 3 to 9 9, have been used with
the marginal compromise in the performance (Section III-E).
The thresholding limit for these images is computed from a
defect-free (reference) fabric image sample [3]. The maximum
value of local energy estimate from the reference images,
similar to as in (30), is used as thresholding limit.

E. Performance

The lack of an appropriate criterion for defect detection
makes it very difficult to compare the performance of a defect
detection technique on various defects. However, a commonly
used criterion for the quantification of image segmentation
results is the percentage of misclassified pixels. In this work,
the misclassification rate(MR) is defined as: the total number
of misclassified pixels in the defect-free region (noise), which
are expressed as the percentage of the total detected pixels
in the defect region. This measure is directly related to the
false alarm in the inspection process. However, a zeromisclas-
sification rate (MR) does not necessarily mean good defect
detection unless it is accompanied by a large number of pixels
in the region of image corresponding to the defect. Therefore,
whenever required, the total number of pixels () in the region
of image having defect and the total number of pixels () in
the defect-free region can be used for the comparison.

The size of the optimal filter mask required to detect a defect
is an important parameter. The smaller value of this mask size
( ) permits higher computational savings during the on-
line inspection and therefore should be kept as small as possible.
However experimental results in Table II have suggested that in
most cases, the optimal filters designed with the object func-
tions and , the performance improves when the
size of optimal filter is increased (in the range 77 to 19 19).
Therefore it is necessary to compute theminimum sizeof op-
timal filters that are required to achieve a reasonable level of
performance. Table III shows theminimum sizeof the optimal
filter mask required to achieve the misclassification rate (MR) of
less than 1% while detecting the corresponding defects. While
obtaining the minimum optimal filter size required in Table III,
the size of the Gaussian smoothing filter was kept constant, i.e.,
11 11. It was also noticed that (and will be shown in Table IV)
the size of the smoothing filter does not have any effect on the
requiredminimum sizeof the optimal filter. If is
achieved by the optimal filters designed by using more than one
object functions, than the object function achieving higher (if)
value of is mentioned in Table III.

The results in Table III suggests that the optimal filter
mask of size 3 3 is sufficient to detect themispickshown
in Fig. 2(a). With the increase in mask size from 33 to
5 5 (7 7) computational time for the filtering increases
by 77 (340)% but the object function , or the relative
attenuation of defect-free background, only increases by 1
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Fig. 3. Fabric samples withwrong-draw, colored-yarn, broken-endanddirty-yarn in (a), (e), (i), and (m) respectively; corresponding local energy estimates with
the optimal filters designed using object functionJ (h p) in (b), (f), (j), and (n); object functionJ (h p) in (c), (g), (k) and (o); object functionJ (h p) function
(d), (h), (l), and (p).

(114)%. The detection ofmispickwith the 3 3 mask is shown
in Fig. 5. The usage of 7 7 mask shown in Fig. 2 offers higher
attenuation of defect-free background as compared to those
for 3 3 mask and therefore permits less chance of generating
false alarm. Fig. 5 shows the robustness of the 33 mask used
to obtain the results in Fig. 5(b)–(c), for the detection of other
mispickdefects in the same direction.

Table III shows the high yarn density plain weave fabric sam-
ples require only 5 5 optimal filter masks. The defect detec-

tion using the required 5 5 masks has already been shown in
Figs. 3(a) and 4(b). The twill weave fabric sample also required
5 5 optimal filter for the detection ofbig-knot with the MR
of 0%. However, the detection of this defect using the 33
optimal filter mask with theMR of 1.24% has been shown in
Fig. 4(b)–(d). The detection results for the defectwrong-draw
anddirty-yarn with the minimum required mask size of 77
has been shown in Fig. 3(f)–(g) and Fig. 3(n)–(o), but without
the thresholding operation.
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Fig. 4. Fabric samples withbig-knot, double-weft, broken-yarn, andtripe-warp in (a), (e), (i), and (m) respectively; corresponding filtered image with optimal
filter of size (b) 3� 3, (f) 5� 5, (j) 7� 7, and (n) 9� 9; the corresponding local energy estimates in (c), (g), (k), and (o); corresponding segmented defects with
the misclassification rate (as defined in Section III-E) of (d) 1.24%, (h) 0.03%, (l) 8.26%, and (p) 7.62%.

The detection of fabric defectbroken-end, shown in Fig. 3(i),
requires the minimum mask size of 1111. Thus the detec-
tion of this defect with the 7 7 optimal filter mask, shown in
Fig. 3(i)–(f) withMRof 8.26%, can be made much better (noise-
less) if the optimal filter mask suggested in Table III is used.
Similarly, the noise seen in the thresholded image of Fig. 4(l)
can be suppressed when an optimal filter of size 99 is used.

The optimal filters designed with all the three different object
function for the image in Fig. 4(i) generatedMR of 0%. How-
ever, the number of pixels in the defect region, i.e., was
higher (almost double) for the optimal filters designed with the
Fisher criterion, i.e. . Therefore only the object function

is suggested in Table III. Another example of fabric de-
fect with very subtle intensity variations was shown in Fig. 4(m).
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TABLE III
MINIMUM MASK SIZE REQUIRED FOR THEDEFECTDETECTION WITH MR < 1%

TABLE IV
EFFECT ONDEFECTDETECTION WITH THE VARIATION IN THE SIZE OF SMOOTHING FILTER SIZE
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Fig. 5. Detection of mispick with 3� 3 optimal filter mask. Fabric sample in (a) and (d); local energy estimate in (b) and (e); thresholded defects in (c) and (f).

The detection results for this defect can be improved (noise can
be suppressed) with the optimal filter of size 1111, instead of
9 9 is used in Fig. 4(n)–(o).

1) Effect of Smoothing Filter Size:High spatial resolution
is required for the accurate preservation of edges; on the other
hand high spatial frequency resolution is required for the ac-
curate estimation of local energy. Since spatial and spatial fre-
quency resolution is inversely related (uncertainty principle),
accurate edge localization and accurate local energy estimation
are conflicting goals [54]. The size of smoothing filter deter-
mines the tradeoff between the two conflicting goals. However,
in material inspection, the detection of defects, i.e. estimation of
local energy is more important than the localization of defects
or the edges. Therefore, the goal of accurate defect localization
or edge localization has not been considered in this work.

The size of smoothing filter used to obtain theminimum size
masks in Table III was anad-hoc choice. In order to observe
the effect of variation of the smoothing filter size on perfor-
mance, the experiments conducted in Section III-D were ex-
tended. The size of Gaussian smoothing filter was varied from
7 7 to 19 19 as shown in Table IV. The total number of pixels
in the defect-free region ( ) and the region corresponding to
the defect ( ) were observed for each of the smoothing filter
sizes, while the size of optimal filter was fixed to minimum as
computed in Table III. The thresholding limit for each of the de-
fect was kept constant and was determined from the defect-free
images. The results of the experiments, for all the three object
functions, are summarized in Table IV.

With the increase in the size of smoothing filter from 77 to
19 19, the increase in pixels corresponding to defects () can
be observed for every defect in Table IV. However, this increase

is large for some defects such as in Fig. 4(m) (132%) while
small for other defect such as negligible in Fig. 4(b) (1.2%). The
number of pixels in the defect-free region does not have any ap-
preciable effect on the variation of the smoothing filter size, i.e.

is almost constant. With the variation in the smoothing filter
size, the minimum value of has been maintained
for all the defects. The computational cost for increasing, by
increasing the size of smoothing filter is huge since the com-
putational load for filtering (smoothing) is proportional to the
square of mask size. Therefore, a compromise between the per-
formance and the computational load (smoothing filter size), in
the favor of later, is justified.

The detection results shown in Table IV for the defect in
Fig. 4(b) have shown a small amount of noise, although theMR
is still less than 1. The optimal filters designed for some of the
images, such as in Fig. 4(a), using the object function or

results in zero noise, i.e. . But the total number
of pixels detected as defects from these optimal filters are
much smaller (less than one third) than those for optimal filter
designed by using the object function . Therefore, for
such fabric defects, as in Figs. 4(a), 3(i), and 4(i), the optimal
filters designed using the Fisher criterion ( ) may be pre-
ferred due to the higher detection rate, i.e.,. Another obser-
vation can be observed from the Table IV for the detection re-
sults of defect in Fig. 3(e). The unusual detection results for the
optimal filters designed with the Fisher criterion, i.e., ,
show that in all cases . These results should be seen
in conjunction with the image in Fig. 3(h), which suggests that
this optimal filter emphasizes on defect-free region rather than
on defect. Therefore the behavior of and has been inter-
changed.
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Fig. 6. (a) Object functions for the 7� 7 optimal filters designed to detect
thedouble-weftin Fig. 4(e). The corresponding local energy estimate from the
optimal filter using designed by usingJ (h p) in (b) and by usingJ (h p)
in (c).

F. Discussion

The results in Table IV suggests that the performance of
optimal filters based on and for the detec-
tion of defects is same, i.e., and for these two object
functions are exactly the same. However this may be only a
co-incidence that the results from these two object functions
for theminimum sizemask were the same. The optimal filters
(and the detection results) designed by using these two object
functions, and , can be entirely different as
shown in Fig. 6.

Instead of 5 5 masks suggested in Table III, 77 optimal
filters masks were designed to detect the defectdouble-weft
shown in Fig. 4(e). Fig. 6(a) shows the object functions,

and , for each of the 49 eigenvectors analyzed
to select the respective optimal filter. The first and the seventh
eigenvector produces highest magnitude of the object function

and respectively and is therefore the cor-
responding optimal filter. It can be noted that the magnitude
of object function for the seventh eigenvector is
the smallest of all and is less than one. However, the same
eigenvector produces the highest score for the object function

among all the 49 eigenvectors. The local energy esti-
mate for these two object functions is shown in Fig. 6(b)–(c).
These results suggests that the optimal filter designed by using

emphasizes on the defect while that using
emphasizes on the defect-free region. Thus the results from
the two object functions, and are different.
The Fisher criterion in this experiment selected the second
eigenvector as the optimal filter, which emphasizes on the
defect.

The modeling and optimization of extracted features using
any of the three criterion functions do not guarantee1 any
specific feature response at defect boundaries. Therefore,
depending on feature response at the boundaries of defects, the
segmented defect may be severely biased with respect to their
original position. Generally, this biasing was observed to be
low and neglected for the reasons of computational simplicity.
However, measures suggested by Randenet al. [54] can be
used to avoid this biasing. Table IV suggests that the detection
results with the Fisher criterion have generated most
of the noise i.e., . One of the plausible reasons for poor
performance of Fisher criterion function in some of the defects
is the assumption used in derivingclosed-form solution for the
optimization [47].

Why does the performance change when the size of the
optimal filter mask is varied? It is to be noted that the large
(or small) eigenvectors (optimal filter) in (21) utilizes larger
(or smaller) lags in the autocorrelation function. Thus the au-
tocorrelation function of different size is required to compute
the optimal filters of different sizes, which can have two dif-
ferent kinds of effect on the performance. In some cases, the
small lags in the autocorrelation function may not be suffi-
cient to model a texture or a defect. This may be a possible
reason for the poor performance of the 33 or 5 5 masks
in several cases. On the other hand, (too) larger lags in the
autocorrelation function can be more susceptible to the noise
due to the size of training data (image pitch) and/or due to
the inhomogeneities. The optimal filters using such a large
lag in the autocorrelation functions have not been designed
to support any such conclusion. However, the results suggest
that the size of optimal filter used to detect the defects have
significant effect on the performance. The size ofminimum
masksuggested in Table III depends on the size and the na-
ture (spectrum) of image pitch used to model the defect or the
defect-free texture.

How subjective are the results? The optimal filters designed
to detect the defects (in Table II) were found to be robust for
the detection of same class of defects in other fabric sample
(in Fig. 5). As long as the defect-free texture background does
not change, the optimal filters designed to detect a class of
defects are expected to perform well. However, the same class
of defectsmaylook differently at the different positions on the
web, therefore some variation in the performance is intuitively
expected.

1The texture in the images can be best approximated as wide sense stationary
processwithin the texture, not at image boundaries.
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Fig. 7. Unsupervised web inspection using optimal filters.

IV. UNSUPERVISEDDEFECTDETECTION

Industrial web inspection in production lines requires contin-
uous processing of images acquired from camera using back-
lighting. The orientation and the dimension of local defects gen-
erated in web materials, such as textile web, varies randomly and
dynamically. Therefore, complete automation of visual inspec-
tion process requires unsupervised defect detection that can be
used for the online web inspection. In this paper, the term ‘un-
supervised defect detection’ refers to the detection of unknown
class of defects for which there is no training. A general web
inspection system using the optimal filters is shown in Fig. 7.
The algorithm proposed in this section is divided into training
and detection phases. The training process isofflineand involves
computations of optimal filters from the sample images with de-
fects. The detection phase is anonlineprocess, in which the in-
spection images are inspected for the defect using precomputed
optimal filters.

As shown in Fig. 7, is a set of minimal optimal
filters required to capture the different class of defects for the
required level of performance. The total number of filters de-
pends on the range of defects to be detected (quality assurance)
and the available computational complexity of the inspection
system. For each of these optimal filtered outputs, the local en-
ergy estimate is obtained using the process similar
to as shown in Fig. 1.

A. Image Fusion

The function of the image fusion module is to integrate useful
information from different channels, i.e., . Since each
of the optimal filters is designed to optimally sup-
press the defect-free texture with respect to a class of defect.
The local energy estimates from each of these channels is un-
likely to contain any component from the defect-free texture.
Therefore a simple data fusion module involving vector addi-
tion of local energy estimates, rather than those used in [2] or
[35], is adequate. Thus the fused image output , is ob-
tained from the vector sum of local energy estimates from each
of the channel, i.e.,

(29)

B. Binarization

The last stage is the thresholding of fused image output to
generate a binary image of defects . A thresholding
value is selected such that the value below this limit are
considered as regular texture under inspection and value above
are contributed from the defects. The simplest way to obtain
this value is by the calibration at the beginning of inspection
[3]. For calibration, a defect-free image (reference) sample is
used to generate a fused image output . The threshold
value is obtained as follows:

(30)

where “ ” is a window centered at the image . The
window size is chosen to avoid the possible undesirable effects
due to border distortions. In all experiments, the window size is
obtained by removing 20 pixels (ad-hoc) from each side of the
size of image .

C. Experimental Setup and Results

The online defect detection algorithm was evaluated using
fabric samples gathered from the textile loom. The defects on
the textile webs usually occur either in horizontal or in vertical
direction [2]. This is due to the nature of weaving process in tex-
tile looms. Therefore, only two optimal filters, using as
the object function, corresponding to defect in the horizontal
(weft) direction and vertical (warp) direction were designed.
The 7 7 optimal filter mask was designed for fabric de-
fect shown in Fig. 8(a) and its magnitude frequency response is
shown in Fig. 8(f). Similarly, another fabric sample with the de-
fect in vertical direction [Fig. 2(a)] was chosen and the 77 op-
timal filter was designed (results used from Section III-D) to
segment the defect. The data fusion module using simple vector
addition of local energy estimates ( ) was used. The
thresholding limit was obtained from a defect-free image as dis-
cussed in Section IV-B.
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Fig. 8. (a) Fabric sample with a defect, (b) after filtering with optimal filter, (c) local energy estimate of image in (b), (d) segmented defect after thresholding
image (c), (e) segmented defect after thresholding (b), (f) amplitude frequency response of 7� 7 optimal filter, (g) 2-D mesh plot of local energy estimate shown
in (c).

The fabric samples evaluated included most commonly
occurring defects (e.g., mispick, double-weft, big-knot, netting
multiples, slack-end, etc.). The fabric samples with these de-
fects could be successfully detected and therefore the two-filter
scheme proved to be robust. Some of the results with twill
weave fabric samples are reproduced here.

Fig. 9(a) shows the defects (mispicks) in the vertical direc-
tion and therefore only filter contribute to the output 9 (c)
and (d), as expected. For the defects shown in Fig. 10(a), con-

tributions from and can be seen in Fig. 10(b) and (c)
respectively. In Fig. 11(b) and (c), filter and successfully
capture the components of defects in the twodirections.
Fig. 12 shows another example of robustness of the two filters
in capturing defects in two directions. The components in this
defectslack-endare evenly distributed in the horizontal and
vertical directions. The respective components are captured
in Fig. 12(b) and (c) and segmented defect can be seen in
Fig. 12(e).
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Fig. 9. (a) Fabric sample with defect, (b) output from filterh , (c) output from filterh , (d) combined output fromh andh , (e) segmented defect after
thresholding image (d).

Fig. 10. (a) Fabric sample with defect, (b) output from filterh , (c) output from filterh , (d) combined output fromh andh , (e) segmented defect after
thresholding image (d).
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Fig. 11. (a) Fabric sample with defect, (b) output from filterh , (c) output from filterh , (d) combined output fromh andh , (e) segmented defect after
thresholding image (d).

Fig. 12. (a) Fabric sample with defect, (b) output from filterh , (c) output from filterh , (d) combined output fromh andh , (e) segmented defect after
thresholding image (d).
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V. CONCLUSIONS

In this paper, a new approach for the detection of defects using
linear FIR filters with optimized energy separation has been in-
vestigated. TheMahalanobis–Singh[44], [45], Unser[46], and
Fisher criterion[47], [48] functions were evaluated for the per-
formance in fabric defect detection. The test conducted on dif-
ferent types of defect and different styles of fabric has yielded
promising results.

One of the important conclusions of this work is that the size
of optimal filter has appreciable effect on the performance for
the defect detection. The texture segmentation work by Randen
and Husøy [47], [48] has suggested that the optimal filters
designed by with theMahalanobis-Singhobject function,
i.e., , yields less robust results than those with the object
functions and . However the authors in [47],
[48] have designed and used 77 optimal filters masks (with
32 32 Gaussian smoothing filter) and did not test their claim
on the optimal filters of other sizes. Therefore, their conclu-
sions are subjective to the size of the optimal filters they have
used. Although the work in this paper is related to the defect
detection, the robustness of the results with the object function

and over the results with (as claimed
in [47]) could not be established. The results have shows
that the optimal filters designed by using the object functions

and give the same results, while in some cases
the results with the object function outweigh others.
In order to keep this paper of manageable size, experimental
results for different optimal filter mask sizes for different
images have not been presented. The experimental results
suggest that the performance with the object function
and is the same in most cases. But this conclusion may
be subjective and depend on the size of the optimal filter as
shown in Fig. 6. Some excellent results for difficult defects i.e.,
defects with very subtle intensity variations, have been obtained
with . Therefore, theFisher criterion is recommended
for the detection of such defects, but its performance too can be
subjective to the size of the optimal filters as can be observed
by comparing the results in Fig. 3(j)–(l) and Table III.

Another conclusion can be drawn from this work regarding
the size of smoothing filter. The primary requirement in the web
inspection problem is the detection of defects rather than their
localization, i.e., size and location of the detected defects. The
large size smoothing filters are computationally expensive and
the performance does not increase much (Table IV) with the in-
crease in the size of the smoothing filter. Prior work [47], [48] on
texture segmentation employed 3232 smoothing filter, which
can be computationally expensive. The detection results (im-
ages) shown in this paper utilize 1111 smoothing filter and
can be a reasonable choice (Table III) for a given image resolu-
tion.

A general web inspection system using the optimal filters has
been suggested in Section IV of this paper. The qualitative re-
sults in this paper have shown that the two-filter scheme is robust
for a variety of fabric defects and yields promising results. The
optimal and smoothing filters of different sizes can be used for
the different channels in Fig. 7. Thus a user can obtain the de-
sired performance (MR) and/or the localization for the different

defects. An averaging smoothing filter, instead of the Gaussian
one used to show the experimental results in this paper, can be
computationally economical for the online implementation of
this system. The optimal filters can also be used to supplement
the performance of the existing inspection systems that fail to
detect a class of specific defects.
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[42] D. P. Brzakovic´, P. R. Bakić, and A. Liakopoulos, “An approach to
quality control of texture web materials,”Proc. SPIE, vol. 2597, pp.
60–69, Oct. 1995.

[43] J. G. Campbell, C. Fraley, F. Murtagh, and A. E. Raftery, “Linear flaw
detection in woven textiles using model-based clustering,” Univ. Wash-
ington, Dept. Statistics, Seattle, WA, Tech. Rep., 1996.

[44] A. Mahalanobis and H. Singh, “Application of correlation filters for tex-
ture recognition,”Appl. Opt., vol. 33, pp. 2173–2179, Apr. 1994.

[45] , “Correlation filters for texture recognition and applications to ter-
rain-delimitation in wide-area surveillance,” inProc. Int. Conf. Acous-
tics, Speech, and Signal Processing., ICASSP’94, vol. 5, Apr. 1994, pp.
153–156.

[46] M. Unser, “Local linear transforms for texture measurements,”Signal
Process., vol. 11, no. 1, pp. 61–79, 1986.

[47] T. Randen and J. H. Husøy, “Texture segmentation using filters with
optimized energy separation,”IEEE Trans. Image Processing, vol. 8,
pp. 571–582, Apr. 1999.

[48] , “Optimal texture filtering,” inProc. IEEE Int. Conf. Image Pro-
cessing, vol. 1, Oct. 1995, pp. 374–377.

[49] K. Fukunaga,Statistical Pattern Recognition, 2nd ed. San Diego, CA:
Academic, 1990.

[50] A. K. Jain and F. Furrokhnia, “Unsupervised texture segmentation using
Gabor filters,”Pattern Recognit., vol. 23, pp. 1167–1186, Dec. 1991.

[51] M. Unser and M. Eden, “Nonlinear operators for improving texture seg-
mentation based on features extracted by spatial filtering,”IEEE Trans.
Syst., Man, Cybern., vol. 20, pp. 804–815, July/Aug. 1990.

[52] A. Papoulis,Probability, Random Variables and Stochastic Processes,
3rd ed. New York: McGraw-Hill, 1991.

[53] T. Randen and J. H. Husøy, “Optimal texture filter design using feature
extraction modeling,” inWorking papers from Høgskolen i Stavanger,
no. 27, Stavanger, Norway, 1997.

[54] T. Randen, V. Alvestad, and J. H. Husøy, “Optimal filtering for unsuper-
vised texture feature extraction,” inProc. SPIE Conf. Visual Communi-
cations and Image Process, Orlando, FL, Mar. 1996, pp. 430–440.

[55] K. Y. Song, M. Petrou, and J. Kittler, “Texture crack detection,”Machine
Vis. Applicat., vol. 8, no. 1, pp. 63–76, 1995.

Ajay Kumar (S’99–M’01) received the Ph.D. degree from The University of
Hong Kong in May 2001.

He was with the Indian Institute of Technology (IIT), Kanpur, as Junior Re-
search Fellow and at IIT, Delhi as Senior Scientific Officer before joining Indian
Railways. He joined the Indian Railway Service of Signal Engineers (IRSSE)
in 1993 and worked as Assistant Signal & Telecom Engineer. He worked as
Project Engineer at IIT (Kanpur) during 1996–1997 and as Assistant Professor
at NIST, Berhampur, India, from September 1997 to September 1998. He was
a Research Associate with The University of Hong Kong from December 1998
to August 1999. He completed his doctoral research at The University of Hong
Kong in a record time of 21 months (September 1999 to May 2001). Currently,
he is engaged in postdoctoral research in the Department of Computer Science,
Hong Kong University of Science and Technology. His research interests in-
clude pattern recognition with the emphasis on biometrics and defect detection
using wavelets, filter banks, general texture analysis and neural networks.

Dr. Kumar has been an executive council member of HKU IEEE student’s
branch (1999–2000).

Grantham K. H. Pang (S’84–M’86–SM’01) received the Ph.D. degree from
the University of Cambridge, U.K., in 1986 for research in multivariable control
system design and expert systems.

He was with the Department of Electrical and Computer Engineering, Uni-
versity of Waterloo, Waterloo, ON, Canada, from 1986 to 1996, and joined the
Department of Electrical and Electronic Engineering, The University of Hong
Kong in 1996. Since 1988, he published more than 120 technical papers and has
authored or co-authored six books. His research interests include expert systems
for control system design, intelligent control, intelligent transportation system,
neural networks, control theory and computer-aided design. In 1994, he worked
as a Senior Visiting Researcher at Hitachi Research Laboratory in Japan. He has
acted as a consultant to many companies including Mitsubishi Electric Corp. in
Japan, Northern Telecom and Imperial Oil Ltd. in Canada. He is an Editor of
theInternational Journal of Intelligent Control and Systemsand is an Editor of
Control and Computers, published by the International Association of Science
and Technology for Development (IASTED).

Dr. Pang was awarded the ICI Prize for authorship of the best paper on the
application of the theory of control published in theTransactions of the In-
stitute of Measurement and Controlin 1989. He was the Organizing Chair of
the 1996 IEEE Symposium on Computer-Aided Control System Design. He
was appointed by the President of the IEEE Control Systems Society as the
Chair of the Technical Committee on Computer-Aided Control System Design
(1993–1995). He is a Chartered Electrical Engineer and a member of the IEE
and HKIE.


	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 
	Intentional blank: This page is intentionally blank


