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The Use of Delay-Locked Loop Signals in
DS/CDMA Receiver for Multiple-Access

Interference Reduction
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Abstract—This paper presents a coherent demodulation scheme
that reduces the multiple-access interference (MAI) considerably
in a band-limited direct-sequence code-division multiple-access
system. The despreading signal is obtained from a combination of
the conventional despreading signal and its weighted early and late
versions that are used in the delay-locked loop (DLL). It is shown
that with appropriate choice of the weighting parameter of the
early–late signals of the DLL, the signal-to-interference-plus-noise
ratio of the decision variable is increased, which leads to improve-
ment in the bit-error performance and hence the potential increase
in the system capacity by about 25%. The analyses are performed
in the frequency domain. The effect of imperfect synchronization
on the system performance is also analyzed.

Index Terms—CDMA capacity, code-division multiple-access
(CDMA) interference mitigation, delay-locked loop, multiple-
access interference, spread-spectrum receiver.

I. INTRODUCTION

THE major limitation to the capacity of a direct-sequence
(DS) spread-spectrum (SS) code-division multiple-access

(CDMA) system is due to the multiple-access interference
(MAI). MAI suppression schemes previously proposed include
multiuser detection [1]–[5] and noise whitening techniques
[6], [7]. The implementation of these techniques requires either
wider system bandwidth or explicit knowledge of the esti-
mates of interference parameters. Recently, specially designed
adjustable despreading waveform, whereas the spreading chip
waveform is the conventional, has been proposed [8]–[11] for
DS/CDMA systems. The purpose is to optimize the shape of the
chip waveform in the receiver to reduce MAI and to increase the
system capacity. A major advantage of such method is that it
does not require explicit knowledge of interference parameters,
and the choice of the optimal value for the single adjustable pa-
rameter depends only on the signal-to-interference-plus-noise
ratio (SINR). In practical implementation, the optimal parame-
ter (or an approximate value of it) can be precomputed off-line.
The capacity increase proposed in previous papers [8]–[11]
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is obtained with a considerable increase in receiver circuit
complexity to generate the specially designed chip waveforms.
This paper suggests a scheme that considerably reduces this
circuit complexity by utilizing the early and late pseudo-noise
(PN) signals that are already available in a CDMA receiver.

In this paper, we proposed a coherent demodulation scheme
for band-limited DS/CDMA systems that has the additional
property of reducing the MAI. In this scheme, the despreading
signal is obtained from a linear combination of the conventional
despreading signal and its weighted early and late versions,
which are used in the delay-locked tracking loop. It will be
shown in this paper that for a fixed early–late spacing of the
delay-locked loop (DLL), the SINR of the decision variable
can be improved by an appropriate choice of the weighting
parameter for the early–late signals. Although variation of
the early–late spacing of the DLL can also affect the system
performance, in a practical implementation, it is not desirable
to continuously adjust the early–late spacing of the DLL. Our
focus is therefore on the choice of the weighting parameter for
the early–late signals.

In a DLL, it is unavoidable that tracking errors exist. Large
tracking error on the DLL degrades the system performance.
We shall illustrate, using a practical example, that with a
tracking error as high as 0.1 chip time, the proposed scheme still
can improve the SINR by about 1 dB, which can be translated
into a 25% increase in capacity.

The rest of the paper is organized as follows: In Section II, the
system model is described. Section III presents the derivation
of SINR of the decision variable for band-limited DS/CDMA
system and its optimization with respect to different system
parameters. Numerical examples, the effect of synchronization
error on performance and the capacity of the systems are ana-
lyzed in Section IV. Finally, conclusions are given in Section V.

II. SYSTEM MODEL

A. Transmitter Model

We consider a DS/CDMA system having K active users
sharing the same spectrum. Fig. 1 shows the transmitter for the
ith user. The modulation type considered is binary phase shift
keying (BPSK) with band-limited rectangular chip spreading
waveform. The data signal di(t) and the spreading signal ci(t)
for the ith user are given by

di(t) =
∞∑

j=−∞
dj

ipd(t− jTd) (1)

0018-9545/$20.00 © 2006 IEEE



THAYAPARAN et al.: THE USE OF DLL SIGNALS IN DS/CDMA RECEIVER FOR MAI REDUCTION 981

Fig. 1. Block diagram of the transmitter for the ith user.

and

ci(t) =
∞∑

j=−∞
c j
i pc(t− jTc) (2)

where Tc is the chip duration, Td is the data bit duration, the
data bit waveform pd(t) = 1 for 0 ≤ t < Td and pd(t) = 0
elsewhere, and the chip waveform pc(t) = 1 for 0 ≤ t < Tc and
pc(t) = 0 elsewhere. The spreading sequence is assumed to be
long and periodic with period much larger than N , where N
represents Td/Tc. Therefore, we model c j

i and dj
i as indepen-

dent random variables having values +1 or −1 with equal prob-
abilities. Filtering must be used to eliminate the out-of-band
radiation. Therefore, the product of ci(t)di(t) is band-limited
using a low-pass filter that has a transfer function H(f) before
transmission. Thus, the transmitted signal for the ith user is

si(t) =
√

2Pi {bi(t) ⊗ h(t)} cos(ωt+ φi) (3)

where Pi is the transmitted power for the ith user, bi(t) =
ci(t)di(t), h(t) is the impulse response of the filter H(f), ω
is the carrier frequency, φi is the random phase of the carrier
signal, and the notation ⊗ denotes the convolution operator.

B. Conventional Receiver Model

The received power of all users’ signal are assumed to be
the same due to the power control in the CDMA system. The
received signal for the aforementioned transmitter model can
therefore be expressed as

r(t) =
√

2P
K∑

i=1

{bi(t− τi) ⊗ h(t− τi)} cos(ωt+ θi) + n(t)

(4)

where P is the received signal power of all users, θi and
τi are the received carrier phase and the time delay of the
ith user, respectively, and n(t) is the additive Gaussian white
noise with double-sided power spectral density of No/2. The
random phase θi is assumed uniformly distributed in [0, 2π],
whereas τi is uniformly distributed over Td. A typical ith user
receiver structure using the matched filter is shown in Fig. 2. In
the conventional receiver, the despreading signal is the locally
generated replica of the spreading signal ci(t). For the receiver
to be matched, the spreading and the despreading signals are
band-limited by the low-pass filters with the same transfer
function denoted by H(f) [12].

The noncoherent DLL structure of a typical conventional
receiver [13], [14] is also shown in the figure to compare it with
the proposed system. In the DLL (Fig. 2), the early and late
correlator signals are squared and filtered by a low-pass filter
to remove the data modulation effect. The error signal e(t) is
the difference of the early and late signals so obtained, and it

is fed to the loop filter. The output of the loop filter drives the
PN code generator that corrects the code phase error ε. The
detailed analysis for the performance of the DLL, in terms of
root-mean-square (rms) tracking error and the mean time to
lose lock, can be found in [13] and [14]. Although we study our
system model using the noncoherent DLL, the coherent DLL is
also applicable to our study because the proposed scheme uses
only the early and late despreading signals from the DLL.

C. Proposed Receiver Structure

Fig. 3 shows the block diagram of the proposed receiver
structure. The despreading signal ĉi(t) is obtained by the
combinations of the locally generated replica of the spreading
signal ci(t) and its early and late versions ci(t− ∆) and
ci(t+ ∆). The weightings to the early and late signals are cho-
sen to be identical, so that the cross-correlation function of the
spreading and despreading signals is symmetrical. In addition,
equal weighting of the early and late signals will also result in
tracking errors having symmetrical effects on performance. It
follows from Fig. 3 that the resultant despreading signal ĉi(t)
of the ith user in the proposed scheme is

ĉi(t) = ci(t) − α {ci(t− ∆) + ci(t+ ∆)} . (5)

The parameter α is to be adjusted to optimize the system
performance. The range of α is 0 ≤ α ≤ 1/2, and the details
will be given in Section III-B. Note that the proposed demodu-
lation scheme is conventional when the parameter α = 0. The
structure of the DLL in the proposed scheme is identical to
that of the conventional system. Hence the early–late spacing of
the DLL is 2∆. The despreading sequence in (5) contains not
only the early and late versions of the PN sequence but also the
current version of the PN sequence. It is also possible to include
more assistant spreading signals in (5). However, the additional
SINR gain obtained by introducing more assistant spreading
signals will be negligible compared with the increase in the
system complexity. The despreading signal (5) is constructed in
a way to suppress more MAI than that of the conventional DLL
loop. The generation of this despreading signal (5) increases
the system hardware complexity compared with that of conven-
tional demodulation scheme, although it has less complexity
compared with the schemes proposed in [8]–[11].

III. ANALYSIS AND OPTIMIZATION OF RECEIVER SINR

We consider the first user of interest and analyze the coherent
receiver given in Fig. 3. The conditional output of the arbitrary
data symbol dλ

1 for the first user is denoted by β1(λ). The deci-
sion variable β1(λ) after the matched filter can be expressed as

β1(λ) =

(λ+1)Td+τ1∫
λTd+τ1

2r(t) {ĉ1(t+ ε− τ1) ⊗ h(t+ ε− τ1)}

× cos
(
ωt+ θ̂1

)
dt (6)

where θ̂1 is the carrier phase estimate at the receiver of the
first user, and ε is the tracking error introduced by the DLL.
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Fig. 2. Block diagram of the conventional receiver for the ith user.

Fig. 3. Block diagram of the proposed receiver for the ith user.

We neglect the error in the estimate of θ̂1 for simplicity of
analysis, and therefore, θ1 = θ̂1. In the following, we optimize
the system performance by selecting the parameter α for a
given early–late time spacing ∆ to maximize the SINR in the
decision variable β1(λ).

A. SINR at the Decision Variable

As band-limited received signals are considered, it is more
convenient to derive the SINR of the decision variable using
the frequency-domain approach. Substituting r(t) in (4) into
(6), the double frequency terms can be neglected because the
data rate is much lower than the carrier frequency. Equation (6)
can be separated into three parts as

β1(λ) = Sλ
1 (α,∆) +Nλ

1 (α,∆) +
K∑

i=2

Iλ
i (α,∆) (7)

where Sλ
1 (α,∆) is the desired signal component, Nλ

1 (α,∆) is
the white noise component, and

∑K
i=2 I

λ
i (α,∆) is the MAI

components. The desired signal component Sλ
1 (α,∆) can be

extracted from (6) as follows:

Sλ
1 (α,∆) =

√
2P

Td∫
0

{c1(t) ⊗ h(t)} {ĉ1(t+ ε) ⊗ h(t+ ε)} dt

=
√

2P

∞∫
−∞

∞∫
−∞

h(x)h(y)

×




Td∫
0

c1(t− x)ĉ1(t+ ε− y)dt


 dxdy. (8)
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Following the frequency domain analysis as explained in [12],
(8) can be further reduced to

Sλ
1 (α,∆) =

√
2PTd

∞∫
−∞

Scĉ(f, α,∆)ej2πfε |H(f)|2 df

=2
√

2PTd

∞∫
0

Scĉ(f, α,∆) cos(2πfε) |H(f)|2 df

(9)

where Scĉ(f, α,∆) is the cross-power spectral density of
spreading and despreading signals c1(t) and ĉ1(t). From (6),
the white noise component Nλ

1 (α,∆) can be expressed as

Nλ
1 (α,∆) =

Td∫
0

2n(t) {ĉ1(t+ ε) ⊗ h(t+ ε)} cos(ωt+ θ̂1)dt.

(10)

Following the approach in [12], the variance of the white noise
term Nλ

1 (α,∆), denoted by σ2
N (α,∆), can be obtained as

σ2
N (α,∆) = NoTd

∞∫
−∞

Sĉĉ(f, α,∆) |H(f)|2 df (11)

where Sĉĉ(f, α,∆) is the power spectral density of the de-
spreading signal ĉ1(t). The ith couser causes an interference
Iλ
i (α,∆), which is given by

Iλ
i (α,∆)=

√
2P cos(θi−θ̂1)

Td∫
0

{di(t−τi)ci(t−τi)⊗ h(t−τi)}

×{ĉ1(t+ε) ⊗ h(t+ε)} dt. (12)

Next, we estimate the variance of the MAI term∑K
i=2 I

λ
i (α,∆), denoted by σ2

I (α,∆), by following the same
approach given in [12]. Inasmuch as the phase delay θi − θ̂1 is
a uniform [0, 2π] independent random variable and independent
to the time delay τi, the components of

∑K
i=2 I

λ
i (α,∆) are

not correlated among each other. It follows that the variance
σ2

I (α,∆) can be expressed as P
∑K

i=2 σ
2
i (α,∆), where

σ2
i (α,∆) is the variance of the integral term in (12). By

treating Iλ
i (α,∆) as an integral of a wide-sense stationary

process, the variance σ2
i (α,∆) becomes [12]

σ2
i (α,∆) = Td

Td∫
−Td

(
1 +

|τ |
Td

)
{Rcici

(τ) ⊗ h(τ) ⊗ h(−τ)}

×{Rĉĉ(τ) ⊗ h(τ) ⊗ h(−τ)} dτ (13)

where Rcici
(τ) and Rĉĉ(τ) are the autocorrelation functions of

ci(t) and ĉ1(t), respectively. In deriving (13), the effect of the
couser data sequence di(t) is neglected because its autocorrela-
tion is much broader than that of couser’s spreading sequence.
Also in (13), the term 1 + (|τ |/Td) can be approximated to
1, and the limits of the integral can be extended from ±Td

to ±∞ because of two reasons, i.e., 1) Tc � Td and 2) the
autocorrelation functions Rcici

(τ) and Rĉĉ(τ) are negligible
when |τ | > Tc. Thus, the integral term in (13) becomes
[{Scici

(f)H(f)H(−f)} ⊗ {Sĉĉ(f)H(f)H(−f)}]|f=0, where
Scici

(f) is the power spectral density of the spreading signal
ci(t). Assuming all users’ spreading signals have the same
power spectral densities, the variance σ2

I (α,∆) of the MAI
term

∑K
i=2 I

λ
i (α,∆) is given by

σ2
I (α,∆) = PTd(K − 1)

∞∫
−∞

Scc(f)Sĉĉ(f, α,∆) |H(f)|4 df

(14)

where Scc(f) is the power spectral density of the spreading
signal c1(t). Note that the variances σ2

N (α,∆) and σ2
I (α,∆)

are independent of the tracking error ε. The power spectral
densities Scc(f), Scĉ(f, α,∆), and Sĉĉ(f, α,∆) are derived
in the Appendix. It is now straightforward to obtain the SINR
of the decision variable using (9), (11), and (14). From (9)
and (11), the signal-to-white-noise power ratio, denoted by
SNR(α,∆), is given by

SNR(α,∆) =

{
Sλ

1 (α,∆)
}2

σ2
N (α,∆)

=
4Eb

No

(∞∫
0

Scĉ(f, α,∆) cos(2πfε) |H(f)|2 df
)2

∞∫
0

Sĉĉ(f, α,∆) |H(f)|2 df
.

(15)

Using (9) and (14), the signal-to-MAI power ratio, denoted by
SIR(α,∆), is given by

SIR(α,∆) =

{
Sλ

1 (α,∆)
}2

σ2
I (α,∆)

=
4Td

K−1

(∞∫
0

Scĉ(f, α,∆) cos(2πfε) |H(f)|2 df
)2

∞∫
0

Scc(f)Sĉĉ(f, α,∆) |H(f)|4 df

=
4Td

K−1

(∞∫
0

Scĉ(f, α,∆) cos(2πfε) |H(f)|2 df
)2

∞∫
0

S2
cĉ(f, α,∆) |H(f)|4 df

.

(16)

Note that in (16), the relationship S2
cĉ(f, α,∆) =

Sĉĉ(f, α,∆)Scc(f) following (A5) and (A9) is used.
Combining (15) and (16), it follows that

SINR(α,∆) =

{
Sλ

1 (α,∆)
}2

σ2
I (α,∆) + σ2

N (α,∆)

=
[

1
SNR(α,∆)

+
1

SIR(α,∆)

]−1

. (17)
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Hence, the expressions SNR(α,∆), SIR(α,∆), and
SINR(α,∆) can be evaluated for a given tracking error ε
and H(f).

B. Optimization of SINR(α,∆)

In this section, we examine SINR(α,∆) with respect to α
for a given value of time spacing ∆ and tracking error ε. The
expression for SINR(α,∆) in (17) can be expanded using (15)
and (16) as shown in (18), shown at the bottom of the page.
Referring to the expressions of Sĉĉ(f, α,∆) and Scĉ(f, α,∆)
in (A5) and (A9), for simplicity of notation, denote

Θij(ε) =

∞∫
0

cos(2πfε) {cos(2πf∆)}i {Scc(f)}j |H(f)|2j df

(19)

which is a function of ∆ and ε. The dependence of ∆ is not
explicitly mentioned because it is a constant in a DLL. The
subindices i and j are integers that satisfy 0 ≤ i and j ≤ 2,
respectively. Using Θij(ε), the expression for SINR(α,∆) can
be rewritten as (20), shown at the bottom of the page, where
p = No/4Eb and q = K − 1/4Td. For a given ∆, the optimal
value of α, denoted by α∗

SINR, that maximizes SINR(α,∆)
can be obtained by solving the equation ∂SINR(α,∆)/∂α = 0.
Following this procedure and after some mathematical manip-
ulations, α∗

SINR is obtained as

α∗
SINR =

1
2

×Θ01(ε)[pΘ11(0)+qΘ12(0)]−Θ11(ε)[pΘ01(0)+qΘ02(0)]
Θ01(ε)[pΘ21(0)+qΘ22(0)]−Θ11(ε)[pΘ11(0)+qΘ12(0)]

.

(21)

Using (19) and (21), it can be also proven that
0 ≤ α∗

SINR < 0.5. The SIR(α,∆) can be obtained from
(18) as a special case when Eb/No = ∞ or from (20) when
p = 0. It is apparent that the values of α that optimizes
SIR(α,∆), denoted by α∗

SIR, can also be obtained from (21)
by setting p = 0. It follows that

α∗
SIR =

1
2

Θ01(ε)Θ12(0) − Θ11(ε)Θ02(0)
Θ01(ε)Θ22(0) − Θ11(ε)Θ12(0)

. (22)

It is clear that α∗
SIR is independent of q and hence the active

number of users K. It depends on the system parameters ∆
and H(f) on which Θij(ε) in (19) depends. For a fixed ∆
and H(f), α∗

SIR is a constant. The optimal α that maximizes
SNR(α,∆), denoted by α∗

SNR, can also be obtained from (21)
by setting q = 0 [equivalent to setting the number of active
users K = 1 in (18)], i.e.,

α∗
SNR =

1
2

Θ01(ε)Θ11(0) − Θ11(ε)Θ01(0)
Θ01(ε)Θ21(0) − Θ11(ε)Θ11(0)

. (23)

Consider the case when the tracking error ε = 0, which all
tracking loops are trying to achieve. It follows that α∗

SNR = 0,
which yields the conventional decision variables. This implies
that the conventional decision variable actually maximizes the
SNR. The substitution of ε = 0 in (22) would yield an α that
maximizes the SIR of the decision variable. It implies that the
proposed receiver is able to reduce the effect of MAI on the
decision variable. However, the nonzero value of α decreases
the SNR of the decision variable. The tradeoff between the
increase in SIR and the decrease in SNR leads to different
values of α∗

SINR for different Eb/No and different number of
users K in the system. We shall explore these relationships in
the next section using specific examples.

IV. NUMERICAL RESULTS

The filters that limit the bandwidth of the system both in the
transmitter and the receiver are assumed to be ideal low-pass
filters with one-sided bandwidth B, i.e.,

H(f) =
{

1, |f | ≤ B
0, elsewhere.

(24)

The system is therefore band-limited to 2B. Although such
ideal filters cannot be easily implemented in practice, it serves
the purpose of demonstrating the band-limitation effect in this
study. In the following, unless specified otherwise, the values
for the processing gain N = 255, the total numbers of active
users K = 80, and the bandwidth B = 1/Tc are assumed.
Inasmuch as one chip time early–late spacing (∆ = 1/2Tc) is
commonly used in the DLL, this value is used as a reference
when plotting results.

SINR(α,∆) =

(∞∫
0

Scĉ(f, α,∆) cos(2πfε) |H(f)|2 df
)2

No

4Eb

∞∫
0

Sĉĉ(f, α,∆) |H(f)|2 df + K−1
4Td

∞∫
0

S2
cĉ(f, α,∆) |H(f)|4 df

(18)

SINR(α,∆) =
[Θ01(ε) − 2αΘ11(ε)]

2

[pΘ01(0) + qΘ02(0)] − 4α [pΘ11(0) + qΘ12(0)] + 4α2 [pΘ21(0) + qΘ22(0)]
(20)



THAYAPARAN et al.: THE USE OF DLL SIGNALS IN DS/CDMA RECEIVER FOR MAI REDUCTION 985

Fig. 4. Plots of SINR(α, ∆) against the gain α for N = 255, K = 80, and
B = 1/Tc.

Fig. 5. Plots of optimum α∗
SINR against ∆ for N = 255, K = 80, and

B = 1/Tc.

A. Decision Variable SINR(α,∆)

First, the zero tracking error case (ε = 0) is studied. The
plots of SINR(α,∆) against α are given in Fig. 4 for Eb/No

equals to 10, 20, and 30 dB and for ∆ equals to 0.3Tc and
0.5Tc. It is clear from the plots that SINR(α,∆) increases when
α increases from zero (the case of a conventional demodula-
tion scheme), and there is an optimal value α∗

SINR in which
SINR(α,∆) achieves its maximum value for a given Eb/No

and ∆. These plots also illustrate that SINR(α∗
SINR,∆) can

be slightly increased by reducing ∆. Note that the gain in the
SINR given by {SINR(α∗

SINR,∆) − SINR(0,∆)} decreases
when Eb/No reduces can be explained by the relatively larger
contribution of white noise power in the SINR.

The effect of ∆ on α∗
SINR for a given Eb/No is investigated

next. Fig. 5 shows α∗
SINR in (21) that maximizes SINR(α,∆)

against the time spacing ∆ for Eb/No equals 10, 20, 30 and
∞ dB. Note that the special case Eb/No = ∞ is equivalent

Fig. 6. Plots of SINR(α, ∆) against ∆ for 1) α∗
SINR and 2) α∗

SIR.

to the case p = 0 in (21), and therefore, α∗
SINR = α∗

SIR max-
imizes SIR(α,∆). The value of α∗

SINR approaches to α∗
SIR

when Eb/No increases. For high Eb/No, which indicates that
contribution from the white noise term is not significant, e.g.,
> 20 dB, α∗

SINR is approximately constant, i.e., α∗
SINR

∼= α∗
SIR

for a given ∆. It is apparent that close to optimum performance
can be obtained with a fixed α for high Eb/No situations.
However for low Eb/No, e.g., 10 dB, α∗

SINR has a consider-
able difference with α∗

SIR due to the influence of white noise
power in SINR, and therefore, optimum performance requires a
variable α∗

SINR.
The maximum SINR(α,∆) for each ∆ can be obtained

from (20) by substituting the value of α∗
SINR in (21).

SINR(α∗
SINR,∆) and SINR(α∗

SIR,∆) are plotted against ∆
in Fig. 6 for Eb/No values of 10, 20, and 30 dB. We have
the following observation. First, SINR(α∗

SINR,∆) decreases
with increasing ∆. However, the change is small for ∆ ≤ 0.5.
Second, from Figs. 5 and 6, the optimal set of (α,∆), which
maximizes SINR(α,∆), approaches α = 0.5 and ∆ = 0. It is
clear from ĉi(t) given in (5) that demodulation cannot be per-
formed for α = 0.5 and ∆ = 0 because ĉi(t) vanishes for this
set of values of α and ∆, and hence, joint optimization of α and
∆ is not practical. Third, SINR(α∗

SINR,∆) and SINR(α∗
SIR,∆)

values are approximately the same when Eb/No is high, and
they have considerable difference for low value of Eb/No. This
reinforces the earlier observation of stronger influence of white
noise power on the decision variable at low SNR.

To further elaborate the effect of Eb/No on SINR(α∗
SINR,∆)

and SINR(α∗
SIR,∆), Figs. 7 and 8 plot SINR(α∗

SINR,∆)
and SINR(α∗

SIR,∆), respectively, against Eb/No for 1) ∆ =
0.1Tc, 2) ∆ = 0.3Tc, 3) ∆ = 0.5Tc, and 4) the conven-
tional system with α = 0. The values of SINR(α∗

SINR,∆) and
SINR(α∗

SIR,∆) are almost the same forEb/No > 15 dB. How-
ever, from Fig. 8, SINR(α∗

SIR,∆) < SINR(0,∆) for Eb/No <
10 dB, which indicates that the conventional system (α = 0) is
optimal when Eb/No < 10 dB. This reaffirms the conclusion
drawn on the conventional decision variable that maximizes
SNR, which is given at the end of the last section. The gain
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Fig. 7. Plots of SINR(α∗
SINR, ∆) against Eb/No.

Fig. 8. Plots of SINR(α∗
SIR, ∆) against Eb/No.

in SINR with ∆ = 0.5Tc, which is preferred from DLL point
of view, is about 1 dB when compared with the conventional
system. It is also clear that reduction in ∆ only results in very
small increase in SINR.

It is also imperative to examine the effect of the number
of users K on SINR. The plots of SINR(α,∆) against K are
shown in Fig. 9 for Eb/No equals to 10, 20, and 30 dB for the
case ∆ = 0.5Tc. It is obvious that the proposed scheme is more
effective in improving the SINR for larger values of K when
compared with the conventional system. This illustrates the
MAI reduction property of the proposed demodulation scheme
and is particularly important when the system is operating near
capacity. Fig. 9 also illustrates that the use of α∗

SINR optimizes
the SINR for any number of active users K. The plots of
SINR(α,∆) when ∆ = 0.5Tc and Eb/No = 10 dB show that
the choice of α∗

SIR for α is not an optimized value when the
number of active users K is relatively small. In this case,
the conventional system (α = 0) performs better. This can be
explained by the MAI and the white noise power ratio in SINR.

Fig. 9. Plots of SINR(α∗
SIR, ∆) against number of users K.

B. Effect of Imperfect Synchronization

In the previous analysis, we have omitted the effect of
imperfect synchronization of incoming and locally generated
spreading codes. During normal CDMA operations, the track-
ing error affects the system performance. Note that the tracking
error ε is almost constant for quite a number of data bits because
the closed-loop bandwidth of the DLL is much less than the
data rate. When the tracking error ε is present, there will be
a reduction in SINR(α∗

SINR,∆). For a given tracking error ε,
the SINR gain (in decibels) G(ε, α∗

SINR,∆) of the proposed
scheme compared with that of the conventional scheme can be
expressed as

G (ε, α∗
SINR,∆) = 10 log10 {SINR (ε, α∗

SINR,∆)}
− 10 log10 {SINR(ε, 0,∆)} . (25)

We study the effect of tracking error on the proposed system
with ∆ = 0.1Tc and ∆ = 0.5Tc. Note that the values of α∗

SINR

in (21) have to be evaluated for each tracking error ε due to its
dependence on ε. Fig. 10 shows the SINR gain G(ε, α∗

SINR,∆)
against tracking error ε for Eb/No = 30 dB. The curves of
G(ε, α∗

SINR,∆) in Fig. 10 are evaluated using 1) α∗
SINR ob-

tained with ε and 2) α∗
SINR obtained with ε = 0. It is obvious

that case 1 performs better than case 2. However case 1 requires
feedback of the estimated ε, say from the DLL, to compute
α∗

SINR. On the other hand, α for case 2 is predefined with
SINR. In both cases, the SINR gain is reduced with increasing
tracking error ε as expected. It is also clear from Fig. 10 that the
proposed scheme results in better SINR of the decision variable
for tracking error up to 0.4Tc when compared with that of the
conventional system. Also note that the SINR gains obtained
from using both α∗

SINR with ε �= 0 and with ε = 0 are almost
the same until the tracking error becomes larger than 0.1Tc.
During normal CDMA operating conditions, the tracking error
is usually kept small, and it suffices to use α∗

SINR with ε = 0
for practical implementation.

When implementing this scheme, a predefined threshold
value of Eb/No can be used to select the value of α. For
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Fig. 10. Plots of G(ε, α∗
SINR, ∆) against the tracking error ε for Eb/No

of 30 dB.

example, the conventional system with α = 0 can be used when
Eb/No is below this predefined threshold value of Eb/No.
Either α∗

SIR or α∗
SINR can be selected for α when Eb/No is

above this threshold. Suppose the proposed scheme is used in
a fading channel where Eb/No varies widely, it is possible to
have high switching activity while choosing the values for α
from 0, α∗

SINR, or α∗
SIR. However the effect of this switching

activity is expected to be minimal because the data rate is much
higher than the switching rate of α.

C. System Capacity

The performance of the CDMA system operating near ca-
pacity depends primarily on SIR(α,∆) because the additive
white noise power is negligible compared with the MAI noise
power. Suppose the proposed and the conventional schemes
have the same SIR when the number of active users is Ko and
K, respectively, we can derive (26), shown at the bottom of
the page, using the expression for SIR(α,∆) in (16). Using K,
Ko � 1, and H(f) in (22) with B = 1/Tc, numerical integra-
tion yields the following results. When there is no tracking error
(ε = 0), Ko = 1.2995K for ∆ = 0.1Tc and Ko = 1.2474K
for ∆ = 0.5Tc. This means the system capacity is increased by
about 30% by selecting ∆ = 0.1Tc and about 25% by selecting
∆ = 0.5Tc. Similarly, when the tracking error is 0.1Tc, the
capacity of the proposed system is increased by 25.3% with
∆ = 0.1Tc and about 21% with ∆ = 0.5Tc.

For a given set of parameters, the performance presented in
[8]–[11] in terms of the capacity increase and SINR gain is

slightly higher compared with the values given in this paper.
The difference is not significant when comparing the advantage
of easy implementation of the proposed scheme in this paper.

V. CONCLUSION

In this paper, a demodulation scheme for band-limited
DS/CDMA system has been proposed and analyzed. The de-
spreading signal is obtained from combining the conventional
despreading signal with an appropriate weighting of the early
and late despreading signals of the DLL. It has been shown
that the proposed demodulation scheme improves the SINR of
the decision variable that leads to an increase in the system
capacity. For system operating in high Eb/No and with a
fixed ∆, which is normally the case for a CDMA system,
numerical examples show that a fixed α can yield near-optimal
performance in most conditions. Numerical examples have also
shown that with tracking error as high as 0.1Tc, the proposed
scheme can still improve the SINR by 1 dB when compared
with the conventional scheme. This can be translated into about
25% gain in capacity.

APPENDIX

We derive the auto- and cross-power spectral densities of the
spreading and despreading signals. The power spectral density
Sĉĉ(f, α,∆) of the despreading signal ĉ1(t) is expressed by the
Fourier transform of its autocorrelation function, i.e.,

Sĉĉ(f, α,∆) =

∞∫
−∞

Rĉĉ(z, α,∆)e−2πfzdz (A1)

where Rĉĉ(z, α,∆) is the autocorrelation function of ĉ1(t)
given by

Rĉĉ(z, α,∆) =

∞∫
−∞

ĉ1(t)ĉ1(t+ z)dt. (A2)

Combining (5) and (A2), the autocorrelation function
Rĉĉ(z, α,∆) can be expressed as

Rĉĉ(z, α,∆)=(1+2α2)Rcc(z)−2α{Rcc(z+∆)+Rcc(z−∆)}
+ α2 {Rcc(z+2∆)+Rcc(z−2∆)} (A3)

where Rcc(z) is the autocorrelation function of the spreading
signal c1(t), and it is given by

Rcc(z) =

∞∫
−∞

c1(t)c1(t+ z)dt. (A4)

Ko − 1
K − 1

=

{∞∫
0

S2
cc(f) |H(f)|4 df

}{∞∫
0

Scĉ(f, α∗
o,∆) cos(2πfε) |H(f)|2 df

}2

{∞∫
0

S2
cĉ (f, α∗

o,∆) |H(f)|4 df
} {∞∫

0

Scc(f) cos(2πfε) |H(f)|2 df
}2 (26)
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Using (A3), the power spectral density Sĉĉ(f, α,∆) of the
despreading signal ĉ1(t) in (A1) becomes

Sĉĉ(f, α,∆) =
{
(1 + 2α2) − 2α(e2πf∆ + e−2πf∆)

+ α2(e4πf∆ + e−4πf∆)
}
Scc(f)

= {1 − 2α cos(2πf∆)}2 Scc(f). (A5)

Similarly, the cross-power spectral density Scĉ(f, α,∆) of the
despreading signal ĉ1(t) and the spreading signal c1(t) is
expressed by the Fourier transform of their cross-correlation
function, i.e.,

Scĉ(f, α,∆) =

∞∫
−∞

Rcĉ(z, α,∆)e−2πfzdz (A6)

where Rcĉ(z, α,∆) is the cross-correlation function of the
despreading signal ĉ1(t) and the spreading signal c1(t) given by

Rcĉ(z, α,∆) =

∞∫
−∞

c1(t)ĉ1(t+ z)dt. (A7)

Using (5) and (A7), the cross-correlation function Rcĉ(z, α,∆)
can be expressed as

Rcĉ(z, α,∆) = Rcc(z) − α {Rcc(z + ∆) +Rcc(z − ∆)} .
(A8)

Thus, the cross-power spectral density Scĉ(f, α,∆) can be
obtained by combining (A6) and (A8), i.e.,

Scĉ(f, α,∆) =
{
1 − α(e2πf∆ + e−2πf∆)

}
Scc(f)

= {1 − 2α cos(2πf∆)}Scc(f). (A9)

The power spectral density Scc(f) of the spreading signal
c1(t) is well known, and it can be easily obtained by
Scc(f) = Tcsinc2(πfTc).
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