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Abstract— 3rd generation mobile systems are mostly
based on the wideband CDMA platform to support high
bit rate packet data services. One important component
to offer packet data service in CDMA is a burst admission
control algorithm. In this paper, we propose and study a
novel jointly adaptive burst admission algorithm, namely
the jointly adaptive burst admission—spatial dimension algo-
rithm (JABA-SD) to effectively allocate valuable resources
in wideband CDMA systems to burst requests. In the phys-
ical layer, we have a variable rate channel-adaptive modu-
lation and coding system which offers variable throughput
depending on the instantaneous channel condition. In the
MAC layer, we have an optimal multiple-burst admission
algorithm. We demonstrate that synergy could be attained
by interactions between the adaptive physical layer and the
burst admission layer. We formulate the problem as an in-
teger programming problem and derive an optimal schedul-
ing policy for the jointly adaptive design. Both the forward
link and the reverse link burst requests are considered and
the system is evaluated by dynamic simulations which takes
into account of the user mobility, power control and soft-
handoff. We found that significant performance improve-
ment, in terms of average packet delay, data user capacity
and coverage, could be achieved by our scheme compared to
the existing burst assignment algorithms.

I. INTRODUCTION

Code division multiple access (CDMA) systems have
been proposed [1] for 2nd generation wireless networks to
support voice service. However, CDMA has not been pur-
sued as a viable method of providing high speed packet
data services [3]. This is because the following points.
Firstly, spreading limits the permissible data rates in lim-
ited wireless spectrum. Yet, the allocated spectrum could
be increased in order to support packet data services and
this motivates the wideband CDMA systems. Secondly,
law of large number does not hold for the relatively small
number of packet data users. Thus, the intrinsic advan-
tage of perfect statistical multiplexing in CDMA systems
does not apply to high speed packet data users. In other
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words, packet data transmissions from data users have to
be coordinated carefully and this motivates the need for
burst admission control in wideband CDMA systems for
packet data users. Thus, burst admission is very important
in CDMA systems to support high speed packet data. In
this paper, we extend our previous work on TDMA sys-
tems [7] and focus on the joint design of the physical layer
and the burst admission layer in wideband CDMA systems
to support high speed packet data. Both the physical layer
and the burst admission layer are fully adaptive to the time
varying channel condition.

In traditional physical layer design, a constant through-
put is delivered in that the amount of error protection in-
corporated into a packet is fixed without regard to the time
varying channel condition. However, the design proposed
in the present paper is a channel-adaptive one in that a vari-
able throughput channel adaptive encoder and modulator
are used in the physical layer [5], [6], [7]. Specifically, a
low capacity feedback channel is employed to convey es-
timated channel state information (CSI) to the transmitter.
Thus, under good channel condition (i.e., signal attenua-
tion is low), the amount of protection incorporated is re-
duced to boost the throughput. On the other hand, more
protection is added when the channel condition becomes
worse. Using this dynamically adjusted level of protection,
the bit-error-rate (BER) is maintained at a constant target
level over a range of channel condition' . It has been shown
[5] that a significant gain in the average throughput can be
achieved in these adaptive channel coding schemes. How-
ever, most previous adaptive coding schemes are designed
for TDMA systems with high bandwidth efficiency. In this
paper, the variable throughput adaptive physical layer fol-
lows from [9] which is designed for CDMA systems with
high bandwidth expansion based on orthogonal coding and
modulation.

'When channel adaptive modulation and coding is employed, the
penalty during poor channel condition is therefore a lower offered
throughput instead of a higher error rate [5].
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Burst admission control for CDMA systems is a rela-
tively new research topic. Various burst admission con-
trol protocols have been proposed recently based on load
and interference measurement [2], [3], [10]. Most existing
burst admission control algorithms are designed to handle
single-burst assignment only. For example, in [2], [3], only
a single data user is considered for the burst admission al-
gorithm. In the cdma2000 system[2], the burst requests
are handled on a first-come-first-serve manner. In [10],
empirical scheduling such as equal sharing between multi-
ple burst requests is considered. Two major contributions
are made in this paper. Firstly, we formulate the burst ad-
mission as an integer programming problem and propose
a novel optimal burst scheduling algorithm for multiple
burst requests to optimize the system throughput and the
overall packet delay. Secondly, we illustrate the impor-
tance of interactions between the adaptive physical layer
and the burst admission algorithm to achieve synergy on
performance. We propose and study a novel jointly adap-
tive burst admission algorithm, namely the jointly adap-
tive burst admission—spatial dimension algorithm (JABA-
SD) to effectively allocate valuable resources in wideband
CDMA systems. The performance of the burst admission
algorithm is evaluated by dynamic simulation[3] which
takes into account of the user mobility, power control and
soft-handoff.

The paper is organized as follows. In Section II, we
discuss the variable-throughout adaptive physical layer de-
sign and the wireless channel model. In Section III, we dis-
cuss the ABA-SD burst admission algorithm and formulate
the scheduling sub-layer as an integer programming prob-
lem with various objective measures. The implications of
the MAC states to the burst admission algorithm design
is also addressed. In Section IV, we derive the optimal
solution to the burst admission problem. In Section V,
we briefly summarize and discuss the simulation results
on comparison of the performance of the proposed ABA-
SD with two baseline systems. Finally, we provide some
concluding remarks in Section VL

II. THE ADAPTIVE PHYSICAL LAYER

It has been shown that variable throughput adaptive
channel coding could achieve a higher average throughput
compared with traditional fixed throughput systems[5]. In
this section, we discuss the design and operation of the
adaptive physical layer for CDMA systems.

A. Wireless Channel Model

The wireless link between a mobile terminal and the
base-station is characterized by two components, namely
the fast fading component and the long-term shadowing

component. Fast fading is caused by the superposition of
multipath components and is therefore fluctuating in a very
fast manner (on the order of a few msec). Long-term shad-
owing is caused by terrain configuration or obstacles and
is fluctuating only in a relatively much slower manner (on
the order of one to two seconds). Examples of measured
fading signals can be found in [11].

Let A(¢) be the combined channel fading which is given
by:

A(t) = () As(2) (N

where A\j(t) and A(t) are the long-term and short-term
fading components, respectively. Both X (t) and X;(¢) are
random processes with a coherent time on the order of a
few milli-seconds and seconds, respectively.

B. Variable Throughput Adaptive Coding and Modulation
for CDMA

The system consist of two stages, namely the adaptive
coding stage and the spreading stage. In the adaptive cod-
ing stage, redundancy is incorporated to the information
packet for error protection. Orthogonal coding and mod-
ulation is employed to achieve the high bandwidth expan-
sion requirement in CDMA. To exploit the time-varying
nature of the wireless channel, a variable rate channel-
adaptive physical layer is employed. Channel state infor-
mation (CSI), which is estimated at the receiver, is feed-
back to the transmitter via a low-capacity feedback chan-
Based on the CSI, the level of redundancy and the
modulation applied to the information packets are adjusted
accordingly by choosing a suitable transmission mode.
Thus, the instantaneous throughput is varied according to
the instantaneous channel state. In this paper, a 8-mode
(symbol-by-symbol) variable throughput adaptive orthog-
onal coding scheme (VTAOC) is employed [5]. Thus, the
available instantaneous throughput, which is defined as the
number of information bits carried per modulation symbol,
ranges from 1/22 to 1/2° depending on the channel con-
dition. Specifically, transmission mode-g is chosen for the
current information bit if the feedback CSI, falls within the
adaptation thresholds, ({1, (,). Here, the operation and
the performance of the VTAOC scheme is determined by
the set of adaptation thresholds {¢p,C1,...,¢ar}. In this
paper, it is assumed that the VTAOC scheme is operated in
the constant BER mode [5]. That is, the adaptation thresh-
olds are set optimally to maintain a target transmission er-
ror level over a range of CSI values [S5]. When the chan-
nel condition is good, a higher transmission mode could
be used and the system enjoys a higher throughput. On
the other hand, when the channel condition is bad, a lower
mode is used to maintain the target error level at the ex-

nel.
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pense of a lower transmission throughput.

In the spreading stage, the orthogonal coded symbols
from the VTAOC is spreaded by a PN sequence to achieve
the target spread spectrum. Spreaded chips are QPSK
modulated and transmitted to the wireless channel. We as-
sume the presence of pilot channeP and therefore, channel
state estimation and coherent demodulation could be done
at the receiver based on the pilot signal. Let T;, T and T,

_be the bit-duration, orthogonal coded symbol duration and
the chip-duration. The overall processing gain, G, is given
by:

w
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where W, Ry, g and % are the system bandwidth, the
instantaneous bit rate, the processing gain of the spread-
ing stage and the throughput offered by the VTAOC block
respectively. Note that the instantaneous symbol energy-
to-interference ratio, % is given by:

— = \C

To 3

where A; and ¢ are the fast fading component and the
short-term average symbol energy-to-interference ratio.
Suppose the fundamental channel (FCH) is operating at
a fixed-rate transmission with a fixed throughput of pf,
spreading gain of gy and bit rate of Ry. The relative av-
erage bit rate of the supplemental channel (SCH) for burst
data, R, = %7, is given by:

= Ry = E[TS /T W/ gs) — ps(Cs) <9I
psW/gy] Pf s @

where 0ps; and m are the relative average throughput(p&f)

Ry

and the relative spreading gain (%f) between the SCH and
FCH respectively. Thus, high speed transmission of the
SCH is accomplished by the reduced spreading gain (m)
and the higher average throughput (§p) of the VTAOC.
Note that the average throughput offered by the VTAOC
is a function of the short-term average CSI (G;) and the
target BER, P, [5]. Thus, the fast fading component ()
is handled by the VTAOC system while the offered SCH
bit rate (short-term average), s, is varying in accordance
with the local mean CSI (¢;).

Let X and X be the required transmission power of
the SCH and FCH respectively. The ratio of X to Xy is
given by:

X 5)

X;

Cs
= — XM =7 Xm
cr

2This is a valid assumption based on the cdma2000 design [2].

where 7, is the relative symbol energy-to-interference ra-
tio between the SCH and the FCH to support their required
error rates and throughput in the VTAOC system. Note
that -y, is a fixed parameter which is dependent only on the
target error levels of the FCH and SCH as well as the FCH
throughput (py). Thus, v, is independent of the local mean
CSI (&) and the SCH bit rate, R;.

III. FORMULATION OF THE BURST ADMISSION
PROBLEM

A generic burst admission algorithm could be decom-
posed into two sub-layers, namely the measurement sub-
layer and the scheduling sub-layer. We first discuss the
measurement sub-layer followed by the scheduling sub-
layer.

A. Measurement Sub-Layer

Unlike orthogonal TDMA or FDMA systems, the for-
ward link and the reverse link of CDMA systems are power
limited and interference limited respectively. For simplic-
ity, we assume that the fundamental channel and/or the
dedicated control channel is established for the high speed
data user before the burst request. In general, the burst re-
quest for high speed data user will be granted only if the
associated transmission will not affect the QoS of the ex-
isting active users in the system. Thus, all burst requests
will be accomplished with the necessary loading and inter-
ference level measurements to facilitate the decision. Fur-
thermore, since the data requirement for the forward and
the reverse link could be asymmetric, the burst admission

= §p,(cs)mis handled independently for the both links.

A.1 Forward Link Measurement

Consider we have N, high speed data users in a cell.
The mobile users are labelled by the index 7 € [1, Ny
and the cell is labeled by the index k. Assume the maxi-
mum loading of a cell is P4, and the loading® of the base
station-k to support the FCH of the mobile state-j is F k.
Note that P;; = 0 if cell-k is not in the reduced active
set* of the mobile-j. Let Py be the existing loading in the
cell-k and m; be the ratio of the spreading gain of FCH to

3Since the constraint in forward link is the available transmitted
power, forward link loading refers to the transmission power required
at the base station.

* Although soft-handoff is beneficial to the reverse link, it requires
extra forward link transmission power in the associated base stations
and is detrimental to the forward link capacity. Since high transmis-
sion power is involved in high speed transmission, reduced active set is
adopted for the SCH in ¢cdma2000. The reduced active set is assumed
to be the set of the 2 base stations with the strongest pilot E./Io» and
is a subset of the active set of FCH.
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SCH?. Thus, a burst should be admitted if there is available
power in all the base stations (involved in soft-handoff) to
accommodate the extra forward link loading of the burst
requesting mobile. Suppose there are Ny concurrent burst
requests in a cell and m; € [0, M] where m; = 0 denotes
that the burst request is rejected. From (5), the additional
forward link power required at the k-th base station to ac-
commodate the j-th data user is given by:

(FL)

AP = ijj’k’)’saj (6)

where agFL) is the adjustment factor taking into account
of the reduced active set[2]. Thus, for N; concurrent data

users, the admissible region is given by:

Ny

FL
Pk+7szmjpj,ka§' )S-Pmaz
i=1
or
Am < P )
where M = [my,ma,...,mn,], P = {(Pmaz —

P),(Ppaz — P2),...]' and A is a K x Ny matrix with
elements ajx given by:

FL
ajx = 7s1’jka§ )

®)

Thus, the measurements accomplished with the forward
burst request includes (1) the current cell loading A, and
(2) the current forward link loading associated with the
mobile-j, Pj x, which could be obtained directly from the
base stations in the reduced active set.

A.2 Reverse Link Measurement

In contrast to the forward link measurement, the re-
verse link is interference constrained and the associated
measurements are based on the interference caused to the
same-cell users and the neighbor cell users. Thus, reverse
link burst assignment is more complicated. In general, a
reverse link burst should be admitted if (1) the extra reverse
link interference caused by the data burst transmission in
the host cell is within threshold and (2) the extra reverse
link interference for the neighbor cells is within thresholds
as well. Thus, we deal with reverse link burst assignment
in the following two cases:

Soft-Handoff Cells: For the base station (k) in soft-
handoff with a mobile station (j), it measures (1) the to-
tal received power from the reverse link (I;) and (2) the

®In cdma2000, high speed transmission is supported by reduced
spreading gain on the supplemental channel (SCH). In the first phase
of cdma2000 implementation, only single SCH is supported per data

request. Thus, we assume single SCH assignment with variable spread-
ing gain in this paper to support high speed data transmission.

reverse link pilot strength, t(‘lzL) = IEQ from the mobile

station-j. Let X;(FCH) be the received power at base
station k from mobile station j, supporting the fundamen-
tal channel (FCH). The received bit energy to interference
ratio of the reverse FCH, (E,/1,); [FCH] is given by:

Xjk(FCH)
ok H)

I &)

(?) [FCH] = Grc
0/ jk

Thus, the reverse link received power at base station k
due to the FCH of the j-th mobile station, X;x(FCH),
is given by:

X;o(FCH) = =2 (E”

_— FCH
Gren \ 1o ) j k[ ]
However, we do not have (%) . [F'CH] measurement
directly. Instead, we have the reverse link pilot strength

RL .
measurement, t; E ) = E./Iy. Since we have:

E,
<I—b) [FCH) = GFCHfjtﬁiL)
0/ 5k

where ; is the transmit power ratio of FCH and pilot at

the mobile state 7, the reverse link loading of FCH of the

7-th mobile could be expressed as follows:
RL

X;x(FCH) = Lit\tM¢; (10)

Thus, the extra reverse link interference caused to the cell

" (k) by the addition of data user(j), ¥j i, is given by:

Yik = m;X;x(FCH)oyv, an

where ag»RL) is the power adjustment factor to account
for the reduced active set soft-handoff effect. Substituting
from (10), we have:

Yk = mypsal Pt Ly (12)
where m; € [0, M] is the ratio of the spreading gain of
FCH to SCH. Note that m; = 0 denotes that the burst
request is rejected.

Neighbor cells not in soft-handoff: For a neighbor cell
(k") not in soft-handoff, the base station does not have
the reverse link pilot measurement from the mobile user
J (& ). Instead, the base station only have the current re-
verse link interference level measurement, L. The admis-
sion of the reverse burst (5) in the host cell-k should not
cause extra interference to existing users in the neighbor
cells-k'. To estimate the projected neighbor cell interfer-
ence, we have to estimate the relative path loss between the
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neighbor cell and the host cell. Since path loss depends on
the distance of the mobile user and the base station, path
loss is symmetrical for the forward and the reverse link and
could be estimated as follows.

When there is a reverse burst request, the mobile user will
send a supplemental channel request message (SCRM) to
the base station. The SCRM message contains the forward
link pilot strength measurements, tﬁ{‘) = (E¢/Iv);k, for
a number of neighbor cells®. These pilot strength measure-
ments are used to estimate the relative path loss. Let g
be the path loss of the cell (¥).

(FL)

P! X tj,k’ (13)

Thus, the relative path loss of the neighbor cell (K) and the
host cell (k), dp 4, is given by:

0Pk .k = (14)

Jik

Thus, the projected interference to the neighbor cell (K)
due to the burst transmission of mobile user (7) at host cell
(k), Y} g, is given by:

Yipr = L (mﬂs "¢t ]k ) s pr e
RL) t(FL)
= Lk7n]7sa fj t( tjiFL) (15)
7.k

where & is the additional margin to take into account of the
attenuation fluctuations due to shadowing.

Thus, for N4 concurrent data users in the host cell, we
have:

Ny
L+ Yk < Linaz, Vk € [1,K]
j=1

where Yj ;. is given by (12) if k is in soft-handoff with
mobile j or is given by (15) if k is not in soft-handoff.
Rearranging the terms, the admissible region for the N —d
concurrent data users is given by:

Zb]km] <~

ma:t
-1

(16)

or

Bm <L an

5In ¢cdma2000, the SCRM message contains at most 8 pilot strength
measurements.

where 7 = [my,my,...,my,}, L= [—M -1,.
Bis a K x Ng matrix with elements b;;, given by:

..J and

(RL) {Jt(RL) cell-k in soft-handoff
bjk =Y (RL) (RL) 1
&t s ¥ cell-k not in soft-handoff

+(ED)
o (18)
Thus, the measurements accomplished with the reverse
burst request includes (1) the reverse interference, Iy,
from the cells and (2) the reverse pilot strength measure-
ments, tﬁm, from the soft-handoff cells, and (3) the for-
ward link pilot strength measurement reported from the

. (FL)
mobile user, t].’ e

B. Scheduling Sub-Layer

The measurement sub-layer defines the admissible re-
gions for both the forward link and the reverse link burst
admission. The optimal scheduling solution should be de-
signed with respect to an objective function. In general, an
objective function should be a compromise of (1) system
resource utilization and (2) overall system delay. In this
paper, we consider the following two objective functions.

Ny Ng
1(7€) = Z R; x ij5pj (19
j=1 j=1
and
Ng
(R, W) = Y [R;(1+ Ay) — f(wj, Ry)
j=1
Ny ’
o Z[mjépj(l + Aj) — f(wj,m;dp;)  (20)
j=1

where @, f(w;, m;6p;) and A; are the waiting time vector
for N4 data users, the waiting time penalty function (linear
in m;0p;), as well as the priority due to traffic type respec-
tively. The first objective function focuses on the overall
system transmission rate. Intuitively, those requests result-
ing in high transmission rate should be given priority over
the others in order to maximize 7;. On the other hand, the
second objective function considers the tradeoff between
system utilization and overall system delay. For instance,
we have to minimize the delay penalty (f(wj, m;dp;)) de-
spite the fact that those requests may be at poor transmis-
sion rate. Note that J; (R) is a special case of (R, ).
The delay penalty function is given by:

flwj,m;dp;) = Do — Aw;)Pm;dp; (21

where A and 3 are the scaling factor and the delay forget-
ting factor. The delay penalty increases with the overall
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request delay, w; and decreases with §p;. With reference
to the state diagram of cdma2000 [1], a huge set up delay
penalty will be imposed if the waiting time exceeds time
out values. To take into account of the set up delay penalty
due to MAC states time out, the overall request delay is
given by:

wj = ty + Dy (22)

where t,, is the request waiting time and Dy is the MAC
setup delay penalty given by:

0 tw <Tb
Ds = Dl ty € [Tg,Tg) (23)
Dy ty,>T;

We have one additional constraint on ;. Since burst
admission involves a large signalling overhead, it would
not be justified if the assigned burst duration is too short.
Thus, we have a lower bound (77) on the assigned burst
duration. That is:

where (Q; is the burst packet size for the j-th request. Thus,
the objective functions (7, J») together with the admissi-
ble region constraint, (17) and (7), and the burst duration
constraint and (24), form an integer programming problem
in 7n.. The optimal solution is derived in the next section.

Qj
"Tiépj

my < min {M (24)

In general, the scheduling space includes both the spa-
tial dimension (i.e. choosing between different requests
m;) as well as the remporal dimension (i.e. adjusting the
starting time of burst requests with different burst dura-
tion). However, for simplicity, we focus on the spatial di-
mension only. Thus, the starting time of the assigned burst
will be at the earliest possible frame boundary. The as-
signed burst duration is given by Q;/(m;dp;).

IV. JOINTLY ADAPTIVE BURST ADMISSION
ALGORITHM

A. Optimal Solution

In this section, we derive the optimal solution to the
burst admission problem based on a jointly adaptive de-
sign. Specifically, both the physical layer and the burst
admission layer is fully adaptive to the short-term aver-
age CSI, ¢;. Furthermore, the burst admission layer inter-
acts closely with the variable throughput adaptive physical
layer by exchanging the instantaneous throughput infor-
mation (6 p;).

Define 7 and i (column vectors) to be the allocation
vector and the system resource vector. The oplimization

problem to solve is given by:

F(7) = max {Jo(07, @)}

Ny
= mng(l + Aj + Mw;)P)opym;  (25)
m =
with the constraint given by the admissible region:
Ny
Zakjmj < pg,Vk € [1, K] (26)
Jj=1

Theorem I: The optimization problem (25) could be ex-
pressed into the following recursive form:

F(i) = max{
JiE2a;
(27)
where i > d; denotes py > ax,Vk € [1, K].
Proof:  Omitted due to space limitations (can be
found in [8]). |
Intuitively, at every step, a unit of resource is allocated
to the request contributing the most to the objective func-
tion. Since ji is a real vector, the key step in solving the op-
timization problem (27) is to partition the resource space
properly so that F(ji) is constant within each partition.
The optimal solution is outlined as follows.

A.l Step I: Resource Space Partitioning

Define the resource interval Ry = [0, (P — Pi))-
The resource space 'RQ is given by:
RE =R xRy x ... Ry (28)

Theorem 2: Define the set, Aj = {(p1,...,pK) :
e > agiVk € [LK]}NRE. The resource space
’Rf could be completely partitioned by the set of non-
overlapping subspaces, P, given by:

P= {8(0)18(1 [,]1])78(21 [jlajZ])a sy

S(Nd, [jl, . ,de]) :

Jn € (LN, h # G2 # ... # INg} (29)
where S(0) = RE — Uj-vﬁl Aj and S(n, [j1,...,Jal) is
given by:

n
Sm,ln--i)=NA4—- U A G0
i=1 G157

Note that complete partition means that

U Sulity- - vdn]) = RE

nE[0,Ng,[j1 - fn]€CNA([L,....Na])

n

€1))
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and
8(77.1, [jl, ce ’jnl]) ﬂS(n27 [.7’11 ce a];z‘z])

= & for S(ny,[]) # S(n2)] (32)

Proof:  Omitted due to space limitations (can be

found in [8]). |

Note that S(n, [ji,...,Ja]) is called the level-n parti-
tion.

A.2 Step II: Quantization

Since I is a real vector, we quantize the non-empty par-
titions of the resource space in order to facilitate the eval-
uation of F (I} in these sub-spaces. However, observe that

F(ZeS0)=0

Thus, we quantize the level-1 to level-N; non-empty

(33)

partitions of the resource space, S(n,[ji,...,jn]) # @,
only. Define the quanttzea’ partition, Q(n, [f,...,7n]) C
S(n,[s1,.--,7n)) as

Qn, [j1,---+dnl) = {(p1, ... oK) € S(ny [, ..

and:

pr =0ifag; =0Vj € [jl,---,jn],

Bk = max |ag;] + 18gy, for somei € [0,1,...],

JE[F1y-17n]
ifag; #0.}

where dgy, is the quantization interval for level-n partition.

A.3 Step III: Partial Resource Allocation

We solve the iterative equation (27) for j in each el-
ement of the quantized partition set P. The sequence
of evaluation of JF(ji) starts from the zero level parti-
tion i € S(0) and then the first level quantized parti-
tion i € Q(1,[71]), the second level quantized partition
Z € Q(2,[j1, j2]) and so on because F could be expressed
in terms of already found JF at lower level partitions. For

any i € Q(n,[j1,...,Jn]), We have:
F () = ofhax, ]{(1+A A w))*)8pj+F (—nlii—a;)]}
(35)

Note that & = —,[Z] is the quantized vector such that:

)&~ & < |7~ 7]
vy € S(0)

n

U U

r=1 (Pi r--yP'r)GQ;l([jla'":jnD

Q(r,[p1, ..., pr]) (36)

34

p=1where m® =[0,...

where C2* ({71, . . .

Ct (g, .-

, Jn)) is the combinatorial set given by:

{(p1,...

p,‘E[jl,...

\Pr)
)jn]apil ?é ng}(37)

Denote the allocation index, j* as j* = f({i) where j*
is the result of the max operation in (35). The allocation
vector, g(ii), is defined as (my,ms,..., mp,) such that
mj- =1 and my = ovy' # 7%,

aJn]) =

A.4 Step IV: Termination

Define the initial resource vector, [ as —n,[(Pmaz —
P),(Ppoz — P2),...,(Pmaz — Px)]- ¢From step III,
F (1) has been found with the first allocation index 7 =
f(f1). The next resource vector, ji = i, — Eijf. Thus,
the second allocation index, 3 = f(f2). In general, we
have the p-th resource vector and the p-th allocation index
given by:

fip = Hp—1 — jx_| (38)
and

= f(iip) (39

where the iteration stops when [&,, € S(0) for some py.

jn]The resulting optimal allocation is given by Ep 19(fp).

Note that in the worst case, the total number of parti-
tions in the partition set P is 2V¢. Thus, the computational
complexity of the above algorithm is exponential in N, in
the worst case. This motivates the foll owmg heuristic ap-

})roach

B. Sub-Optimal Solution

Define the resource index at the p-th iteration, Cﬂ(-p ) as

(r-1)

Pk- - 7\,1 Q11N 5
CJ(.p) = min |M,, Fmas Z =t
k:ay; >0 Ak
(40)
where My = min[M, |Q;./(Tiép;)]] and mP-1 =
[mgp—l), m(,\’,’ 1)] is the allocation vector at the (p—1)-

th iteration. Let fj(»p ) be the priority function at the p-th
iteration, which is given by:

€7 = (14 Aj + Aw;)?)sp; ¢ a1

Intuitively, request that occupies small system resource
or request that have a long waiting time should be given
higher priority as indicated in (41). The iteration starts at
,0]. The algorithm try to allo-
cate dm resource to one of the competing requests accord-

ing to their priorities, [fip), ..,{“m Suppose j£p)
(p)

the highest priority, then m ) = mm[m(’() )1) + ém, My).

has
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Note that if mgp ) = My, this request is taken out of the
competing list in the next iteration. After the allocation,
the resource index ¢ is updated for the (p + 1)-th itera-
tion. The iteration stops when there exist some j such that

V. PERFORMANCE RESULTS

The proposed burst admission algorithm is compared
with two baseline systems at the same bandwidth and
error probability levels. In baseline I, we consider the
¢dma2000 system which assign burst requests on a first-
come-first-serve basis. The underlying physical layer is
fixed throughput and hence, high speed SCH transmis-
sion is accomplished by the reduction of spreading gain
only. On the other hand, it is shown in [9] that variable
throughput adaptive physical layer could offer a higher av-
erage throughput relative to the fixed throughput systems
at the same average energy and error level. Thus, in order
to demonstrate that the reported performance gain of the
proposed JABA scheme is not entirely due to the underly-
ing adaptive physical layer, we compare the JABA scheme
with a second baseline system as well. In the baseline II
system, we have the same adaptive physical layer as the
JABA scheme. However, the physical layer and the burst
admission layer are isolated. Thus, the burst admission
layer does not have the instantaneous offered throughput
information (dp;) from the adaptive physical layer. The
corresponding scheduling algorithm would be the same as
in Section IV-B except (41) becomes:

€9 = (1+ Ay + Aw;)?)¢ 42)

All the burst admission algorithms are evaluated based
on static and dynamic simulations used in [3]. For brevity,
we do not describe the simulation details here but refer
the readers to [3] for more information about the models.
Specifically, we employ static Monte Carlo techniques for
generating the coverage results for high speed data users.
The celluar architecture is assumed to be a hexagonal grid
with base-stations (sectorized with three sectors) located
at the center of every hexagon. Distance loss is modeled
by d~9, where § is the propagation constant. Shadow fad-
ing is modeled using the Mawira model [4] for an urban
environment. We repeat the Monte Carlo simulations for
100 times to obtain the static coverage results. The simula-
tion as well as the physical layer parameters of the VIAOC
scheme and the cdma2000 scheme are shown in Table I.

We use a simple model for the mobility of the users.
Each user (voice or data) selects a random starting posi-
tion, which is uniformly distributed over the cell. The di-
rection of motion is also randomly selected. The motion

TABLE I
PHYSICAL LAYER PARAMETERS.

Parameter Value

Path loss exponent 4

Average adjacent cell load 50%

Chip rate 7.3728Mcps
FCH rate 14.4kbps

c¢dma2000 - SCH rate
VTAOC - SCH rate

[14.4kbps - 1.8432Mbps]
[14.4kbps - 460.8kbps]’

PG[cdma2000-FCH] 512
PG[cdma2000-SCH]) [512 - 4]
BER[FCH] 10~2
BER[SCH] 1074
E,/Iy[cdma2000 - FCH) 7dB
E,/Iy[cdma2000 - SCH] 13dB
PG[cdma2000-FCH] 512
PG[cdma2000-SCH] [512 - 4]
p[VTAOC-FCH, VTAOC-SCH] 1/16
E,/I,[VTAOC - FCH] -7dB
E,/I,[VTAOC - SCH] -3dB
PG[VTAOC-FCH] 32
PG[VATOC-SCH] [32-1]

is rectilinear until a call is finished. The speed of motion
is assumed to be a constant (35 miles/hr). Soft-handoff

-and perfect power control are assumed also. To obtain

results of dynamic measurements such as admission and
outage probabilities, we performed 10 independent simu-
lations with 5000 calls each.

Figure 1 shows the forward link capacity of the three
different burst admission control schemes. As can be
seen, the proposed JABA-SD algorithm outperforms the
two baseline approaches by a considerable margin. This
clearly demonstrates that if the extra processing require-
ments are affordable, optimizing the high data rate bursts
scheduling is highly beneficial. On the other hand, as ex-
pected, the high capacity is not available throughout the
entire cell but just the area near the base-station, as indi-
cated in Figure 2.

For the reverse link, we obtain results on admission and
outage probabilities, as shown in Figures 3 and 4. Again,
we can see that the JABA-SD approach can allow a high
admission probability, through its judicious merging of
different requests arrived at different time periods. The
JABA-SD approach can also support a much higher num-
ber of voice users.
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Fig. 1. Number of channels available on the forward link with
varying distances from the base-station.

coverage for high data rate users

Basalina | —ﬁ—

Baseline I|

JABA-SD —¥—

o 1 2 3 4 5 6 7 8
number of channels

Fig. 2. Forward link coverage area as a function of number of
channels.
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Fig. 3. Average admission probabilities on the reverse link.
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Fig. 4. Outage probabilities for voice users.

VI. CONCLUSIONS

We have presented the design and analysis of a new ap-
proach for multiple high data rate burst admission control
in a CDMA cellular system. Using a combinatorial opti-
mization technique, we devise the algorithm for obtaining
optimal scheduling of high data rate bursts. The proposed
algorithm, called JABA-SD, works by arranging the data
bursts judiciously in the spatial dimension such that the
optimal allocation of channels can be done. Simulation re-
sults indicate that the JABA-SD scheme outperforms the
FCFS scheduling scheme and the allocation method used
in cdma2000.
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