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BLOCK DIAGONAL AND SCHUR COMPLEMENT
PRECONDITIONERS FOR BLOCK-TOEPLITZ SYSTEMS WITH
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Abstract. In this paper we consider the solution of Hermitian positive definite block-Toeplitz
systems with small size blocks. We propose and study block diagonal and Schur complement pre-
conditioners for such block-Toeplitz matrices. We show that for some block-Toeplitz matrices, the
spectra of the preconditioned matrices are uniformly bounded except for a fixed number of outliers
where this fixed number depends only on the size of the block. Hence, conjugate gradient type meth-
ods, when applied to solving these preconditioned block-Toeplitz systems with small size blocks,
converge very fast. Recursive computation of such block diagonal and Schur complement precon-
ditioners is considered by using the nice matrix representation of the inverse of a block-Toeplitz
matrix. Applications to block-Toeplitz systems arising from least squares filtering problems and
queueing networks are presented. Numerical examples are given to demonstrate the effectiveness of
the proposed method.
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1. Introduction. In this paper we consider the solution of a Hermitian positive
definite block-Toeplitz (BT) system with small size blocks

(1.1) An,mX = B,

where X and B are mn-by-m matrices and

An,m =

⎛
⎜⎜⎜⎜⎝

A0 A−1 · · · A1−n

A1 A0
. . .

...
...

. . .
. . . A−1

An−1 · · · A1 A0

⎞
⎟⎟⎟⎟⎠ ,

where each Aj is an m-by-m matrix with Aj = A∗
−j and m is much smaller than

n. Here “∗” denotes the conjugate transpose. This kind of linear system arises from
many applications such as the multichannel least squares filtering in time series [26],
signal and image processing [20], and queueing system [11]. We will discuss these
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applications, in particular the least squares filtering problems and queueing networks,
in section 5.

Recent research on using the preconditioned conjugate gradient method as an it-
erative method for solving n-by-n Toeplitz systems has received much attention.One
of the more important results of this methodology is that the complexity of solving
a large class of Toeplitz systems can be reduced to O(n log n) operations provided
that a suitable preconditioner is chosen under certain conditions on the Toeplitz ma-
trix [7]. Circulant preconditioners [3, 4, 8, 9, 10, 17, 25, 30, 33], banded-Toeplitz
preconditioners [5], and multigrid methods [6, 12] have been proposed and analyzed.
In these papers, the diagonals of the Toeplitz matrix are assumed to be the Fourier
coefficients of a certain generating function.

In the literature, there are some papers [18, 21, 22, 27, 28, 29, 31] which dis-
cuss iterative BT solvers. In [21, 28, 29], the authors considered n-by-n BT matri-
ces with m-by-m blocks generated by a Hermitianmatrix-valued generating function
and analyzed the associated problem of preconditioning using preconditioners which
generated nonnegative definite,not essentially singular, matrix-valued functions. In
[18, 22, 27], the authors considered block-Toeplitz–Toeplitz-block matrices and stud-
ied block band-Toeplitz preconditioners. In [31], multigrid methods were applied to
solving block-Toeplitz–Toeplitz-block systems. In the above methods, the underlying
generating functions are assumed to be known in order to construct the precondition-
ers.

In this paper, we also consider BT matrices An,m generated by a matrix-valued
function

Fm(θ) = [fu,v(θ)]1≤u,v≤m,

where fu,v(θ) are 2π-periodic functions. Under this assumption, the block Aj of An,m

is given by

Aj =
1

2π

∫ π

−π

Fm(θ)e−ijθdθ.

When Fm(θ) is nonnegative definite and not essentially singular, the associated BT
matrix An,m is positive definite [21, 28]. For such BT matrices, Serra [28] has inves-
tigated BT preconditioners and studied the spectral property of these preconditioned
matrices. He proved that if the BT preconditioner is generated by Gm(θ), the gener-
alized Rayleigh quotient, related to matrix functions Fm(θ) and Gm(θ), is contained
in a set of the form (c1, c2) with 0 < c1 and c2 < ∞, then the preconditioned conju-
gate gradient (PCG) method requires only a constant number of iterations in order
to solve, within a preassigned accuracy, the given BT system.

In [24], Ng, Sun, and Jin proposed to using recursive-based PCG methods for
solving Toeplitz systems. The idea is to use a principal submatrix of a Toeplitz
matrix as a preconditioner. The inverse of the preconditioner can be constructed
recursively by using the Gohberg–Semencul formula. They have shown that this
method is competitive with the method of circulant preconditioners. Based on this
idea, the main aim of this paper is to study block diagonal and Schur complement
preconditioners for BT systems. We note that there is a natural partitioning of the
BT matrix in 2-by-2 blocks as follows:

(1.2) An,m =

(
A(1,1) A(1,2)

A(2,1) A(2,2)

)
.
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Here A(1,1) and A(2,2) are the principal submatrices of An,m. They are also BT
matrices generated by the same generating function of An,m. Therefore it is natural
and important to examine if the corresponding system

(1.3)

(
A(1,1) A(1,2)

A(2,1) A(2,2)

)(
X1

X2

)
=

(
B1

B2

)

can be solved efficiently by exploiting this partitioning. Here we consider precondi-
tioning An,m by a block diagonal matrix

Bn,m =

(
A(1,1) 0

0 A(2,2)

)
.

Since both A(1,1) and A(2,2) are BT matrices generated by the same generating func-
tion Fm(θ), we particularly consider Bn,m in the following form:

(1.4) Bn,m =

(
An/2,m 0

0 An/2,m

)
.

Here, without loss of generality, we may assume n is even. We note that if An,m

is positive definite, then Bn,m is also positive definite and the eigenvalues of the
preconditioned matrix B−1

n,mAn,m lie in the interval (0, 2).
On the other hand, the Schur complement arises when we use a block factorization

of (1.2). The linear system (1.3) becomes(
I 0

A(2,1)(A(1,1))−1 I

)(
A(1,1) A(1,2)

0 Sn,m

)(
X1

X2

)
=

(
B1

B2

)
,

where

Sn,m = A(2,2) −A(2,1)(A(1,1))−1A(1,2).

We see that the method requires the formation of the Schur complement matrix.
Therefore we consider approximating Sn,m by A(2,2) = An/2,m and study the precon-
ditioner of the form

Cn,m =

(
I 0

A(2,1)(A(1,1))−1 I

)(
A(1,1) A(1,2)

0 A(2,2)

)

=

(
A(1,1) A(1,2)

A(2,1) A(2,2) + A(2,1)(A(1,1))−1A(1,2)

)
.(1.5)

We note that if An,m is positive definite, then Cn,m is also positive definite and
the eigenvalues of the preconditioned matrix C−1

n,mAn,m are inside of the interval
(0, 1]. In particular, there are at least mn/2 eigenvalues of the preconditioned matrix
being equal to one. Our experimental results also show that the Schur-complement
preconditioner is better than the block diagonal preconditioner. We remark that the
main reason for discussing the block diagonal preconditioner is that it is needed for
deriving the theory for the Schur-complement preconditioner.

The main result of this paper is that if the generating function Fm(θ) is Hermitian
positive definite, and is spectrally equivalent to

Gm(θ) = [gu,v]1≤u,v≤m,
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where gu,v are trigonometric polynomials, then the spectra of the preconditioned
matrices B−1

n,mAn,m and C−1
n,mAn,m are uniformly bounded except for a fixed number

of outliers where the number of outliers depends only on m. Hence the conjugate
gradient type methods, when applied to solving these preconditioned BT systems,
converge very quickly, especially when m is small.

The goal of this paper is to construct preconditioners that do not require matrix
generating functions. We note that the construction of our preconditioners does not
require the underlying matrix generating functions, while the preconditioners from [21,
28] require matrix generating functions. In the construction of our preconditioners,
the inverse of BT matrix A(1,1) is required. Using the same idea in [24], we employ the
Gohberg–Semencul formula to represent the form of the inverse of A(1,1) and apply
a recursive method to construct the inverse of A(1,1). It is important to note that
we do not directly use the Gohberg–Semencul formula to generate the solution of the
original BT system.

We remark that the solution results are not accurate when the BT matrices are
ill-conditioned. Indeed, we use the Gohberg–Semencul formula to generate an approx-
imate inverse preconditioner and then use the PCG method with this preconditioner
to compute the solution of the original system iteratively. Our numerical results indi-
cate that the accuracy of the computed solutions using the proposed preconditioners
is quite acceptable.

The outline of this paper is as follows. In section 2, we analyze the spectra of
the preconditioned matrices. In section 3, we describe the recursive algorithms for
block diagonal and Schur complement preconditioners. Numerical results are given in
section 4 to illustrate the effectiveness of our approach. Finally, concluding remarks
are given in section 5.

2. Analysis of preconditioners. In this section, we analyze the spectra of the
preconditioned matrices B−1

m,nAn,m and C−1
n,mAn,m.

We first note that since An,m is positive definite, we have the following results,
which are given in [1, pp. 374–377].

Lemma 2.1. Let x and y be mn/2-vectors. Define

γ = sup
x,y

x∗A
(1)
n/2,my√

x∗An/2,mx · y∗An/2,my
.

If An,m is Hermitian and positive definite, then γ < 1. In particular, we have

γ2 = sup
y

y∗A2,1
n/2,mA−1

n/2,mA1,2
n/2,my

y∗An/2,my
.

Using Lemma 2.1 and the assumption that An,m is Hermitian and positive defi-
nite, we have the following results:

• The eigenvalues of the preconditioned matrix B−1
n,mAn,m lie inside the interval

(0, 2). Also if μ is an eigenvalue of B−1
n,mAn,m, then 2−μ is also an eigenvalue

of B−1
n,mAn,m.

• The eigenvalues of C−1
n,mAn,m are inside the interval (0, 1]. Moreover, at least

mn/2 eigenvalues of C−1
n,mAn,m are equal to 1.

We then show that the eigenvalues of B−1
n,mAn,m and C−1

n,mAn,m are uniformly
bounded except for a fixed number of outliers for some generation functions Fm(θ).
We first let

En(θ) = [eu,v(θ)]1≤u,v≤n, where eu,v(θ) = e−i(u−v)θ.
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The BT matrix An,m can be expressed in terms of its generating function:

(2.1) An,m =
1

2π

∫ π

−π

En(θ) ⊗ Fm(θ)dθ.

Similarly, the block diagonal preconditioner can be expressed as follows:

(2.2) Bn,m =
1

2π

∫ π

−π

(
En/2(θ) 0

0 En/2(θ)

)
⊗ Fm(θ)dθ.

We note that there exists a permutation matrix Pn,m such that

P ∗
n,mAn,mPn,m = Ãn,m =

1

2π

∫ π

−π

Fm(θ) ⊗ En(θ)dθ

and

P ∗
n,mBn,mPn,m = B̃n,m =

1

2π

∫ π

−π

Fm(θ) ⊗
(

En/2(θ) 0
0 En/2(θ)

)
dθ.

It is clear that Ãn,m and B̃n,m are Toeplitz-block (TB) matrices, and the spectra of

An,m and Ãn,m, and Bn,m and B̃n,m are the same. Since the spectra of B−1
n,mAn,m

and B̃−1
n,mÃn,m are the same, it suffices to study the spectral properties of B̃−1

n,mÃn,m.
We give the following two lemmas.
Lemma 2.2. Let A = [ai,j ]1≤i,j≤m and B = [bi,j ]1≤i,j≤n. Then for any n-by-m

matrices X = (x1,x2, . . . ,xm) and Y = (y1,y2, . . . ,ym), we have

(2.3) vec(X)∗(A⊗B)vec(Y ) =

m∑
u=1

m∑
v=1

au,vx
∗
uByv

with vec(X) =

⎛
⎜⎜⎜⎝

x1

x2

...
xm

⎞
⎟⎟⎟⎠ and vec(Y ) =

⎛
⎜⎜⎜⎝

y1

y2

...
ym

⎞
⎟⎟⎟⎠.

Lemma 2.3. Let x =

⎛
⎜⎜⎜⎝

x1

x2

...
xm

⎞
⎟⎟⎟⎠ with xl =

⎛
⎜⎜⎜⎝

x(l−1)n+1

x(l−1)n+2

...
xln

⎞
⎟⎟⎟⎠ (1 ≤ l ≤ m), p1(θ) =

⎛
⎜⎜⎜⎝

p̌11(θ)
p̌21(θ)

...
p̌m1(θ)

⎞
⎟⎟⎟⎠ with p̌j1(θ) =

∑n′

l=1 x(j−1)n+le
−i(l−1)θ, and p2(θ) =

⎛
⎜⎜⎜⎝

p̌12(θ)
p̌22(θ)

...
p̌m2(θ)

⎞
⎟⎟⎟⎠ with

p̌j2(θ) = e−in′θ
∑n−n′

l=1 x(j−1)n+n′+le
−i(l−1)θ. If An,m is generated by Fm(θ), then we

have

(2.4) x∗B̃n,mx =
1

2π

∫ π

−π

[
p1(θ)

∗Fm(θ)p1(θ) + p2(θ)
∗Fm(θ)p2(θ)

]
dθ

and

(2.5) x∗Ãn,mx = x∗B̃n,mx +
1

2π

∫ π

−π

[
p1(θ)

∗Fm(θ)p2(θ) + p2(θ)
∗Fm(θ)p1(θ)

]
dθ.
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Proof. We construct X = (x1,x2, . . . ,xm), i.e., x = vec(X). Using Lemma 2.2,
we obtain

(2.6) vec(X)∗Ãn,mvec(X) =
1

2π

∫ π

−π

m∑
u=1

m∑
v=1

fu,v(θ)x
∗
uEn(θ)xvdθ

and

(2.7) vec(X)∗B̃n,mvec(X) =
1

2π

∫ π

−π

m∑
u=1

m∑
v=1

fu,v(θ)x
∗
u

(
En/2(θ) 0

0 En/2(θ)

)
xvdθ.

We note that

x∗
u

(
En/2(θ) 0

0 En/2(θ)

)
xv

=

n/2∑
j=1

x(u−1)n+j

n/2∑
l=1

x(v−1)n+lejl(θ) +

n∑
j=n/2+1

x(u−1)n+j

n∑
l=n/2+1

x(v−1)n+lejl(θ)

=

n/2∑
j=1

x(u−1)n+je
−i(j−1)

n/2∑
l=1

x(v−1)n+le
i(l−1)

+

n∑
j=n/2+1

x(u−1)n+je
−i(j−1)

n∑
l=n/2+1

x(v−1)n+le
i(l−1)

= p̌u1(θ)p̌v1(θ) + p̌u2(θ)p̌v2(θ).

By using (2.7), one can obtain (2.4) directly. Similarly by using (2.6), (2.5) can also
be derived.

Next, we show that the eigenvalues of B−1
n,mAn,m are uniformly bounded except for

a fixed number of outliers when Fm(θ) is Hermitian positive definite and is spectrally
equivalent to Gm(θ) = [gu,v]1≤u,v≤m, where gu,v are trigonometric polynomials. We
remark that the fixed number of outliers depends on m.

Theorem 2.4. Let Fm(θ) be Hermitian positive definite. Suppose Fm(θ) is spec-
trally equivalent to Gm(θ) = [gu,v]1≤u,v≤m, where gu,v are trigonometric polynomials
and s is the largest degree of the polynomials in Gm(θ). Then there exist two positive
numbers α and β (α < β) independent of n such that for all n > 2s′ (s′ = �s/2�), at
most 2ms′ eigenvalues of B̃−1

n,mÃn,m (or B−1
n,mAn,m) are outside the interval [α, β].

Proof. We note that there exist positive numbers γ1 and γ2 such that

(2.8) 0 < γ1 ≤ y∗Fm(θ)y

y∗Gm(θ)y
≤ γ2 ∀y ∈ R

m, ∀θ ∈ [0, 2π].

We define the two sets Υ and Ω as follows:

Υ = {r : r = jn+n/2−s′, jn+n/2−s′+1, . . . , jn+n/2+s′−1 for j = 0, 1, . . . ,m−1}

and Ω =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

z =

⎛
⎜⎜⎜⎝

z1

z2

...
zmn

⎞
⎟⎟⎟⎠ | zk = 0 for k ∈ Υ

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

. We note that Ω is an (mn − 2ms′)-

dimensional subspace in R
mn. It follows that for x ∈ Ω and pu(θ) (u = 1, 2) defined
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in Lemma 2.3, we have

∫ π

−π

p1(θ)
∗Gm(θ)p2(θ)dθ =

∫ π

−π

m∑
u=1

m∑
v=1

p̌u1(θ)fu,v(θ)p̌v2(θ)dθ

=

∫ π

−π

m∑
u=1

m∑
v=1

fu,v(θ)e
in/2θ

n/2∑
j=1

x(u−1)n+je
−i(j−1)θ

n/2∑
j=1

x(v−1)n+n/2+je
i(j−1)θdθ

=
m∑

u=1

m∑
v=1

∫ π

−π

fu,v(θ)e
i(2s′+1)θ

n/2−s′∑
j=1

x(u−1)n+je
−ijθ

·
n/2−s′∑
j=1

x(v−1)n+j+s′e
i(n/2−s′−1+j)θdθ = 0(2.9)

and ∫ π

−π

p2(θ)
∗Gm(θ)p1(θ)dθ =

∫ π

−π

m∑
u=1

m∑
v=1

p̌u2(θ)(θ)fu,v(θ)p̌v1(θ)(θ)dθ

=

∫ π

−π

m∑
u=1

m∑
v=1

fu,v(θ)e
−n/2θ

n/2∑
j=1

x(u−1)n+n/2+je
−i(j−1)θ

n/2∑
l=1

x(v−1)n+le
i(l−1)θdθ

=
m∑

u=1

m∑
v=1

∫ π

−π

fu,v(θ)e
−i(2s′+1)θ

n/2−s′∑
j=1

x(u−1)n+n/2+s′+je
−i(n/2−s′−1+j)θ

·
n/2−s′∑
l=1

x(v−1)n+le
ijθdθ = 0.(2.10)

Since Fm(θ) − γ1Gm(θ) is positive semidefinite, we have∫ π

−π

p1(θ)
∗[Fm − γ1Gm(θ)](θ)p1(θ) + p2(θ)

∗[Fm(θ) − γ1Gm(θ)]p2(θ)dθ

≥
∫ π

−π

p1(θ)
∗[Fm − γ1Gm(θ)](θ)p2(θ) + p2(θ)

∗[Fm(θ) − γ1Gm(θ)]p1(θ)dθ.(2.11)

By using Lemma 2.3, (2.9), (2.10), and (2.11), we get

∣∣∣∣∣x
∗T̃n,mx − x∗B̃n,mx

x∗B̃n,mx

∣∣∣∣∣ =

∣∣∣∫ π

−π
(p1(θ)Fm(θ)p2(θ) + p2(θ))Fm(θ)(p1(θ))dθ

∣∣∣∣∣∣∫ π

−π
(p1(θ)Fm(θ)p1(θ) + p2(θ))Fm(θ)(p2(θ))dθ

∣∣∣
=

∣∣∣∫ π

−π
p1(θ)[Fm(θ) − γ1Gm(θ)]p2(θ) + p2(θ)[Fm(θ) − γ1Gm(θ)]p1(θ)dθ

∣∣∣∣∣∣∫ π

−π
p1(θ)Fm(θ)p1(θ) + p2(θ)Fm(θ)p2(θ)dθ

∣∣∣ .

≤

∣∣∣∫ π

−π
p1(θ)[Fm(θ) − γ1Gm(θ)]p1(θ) + p2(θ)[Fm(θ) − γ1Gm(θ)]p2(θ)dθ

∣∣∣∣∣∣∫ π

−π
p1(θ)Fm(θ)p1(θ) + p2(θ)Fm(θ)p2(θ)dθ

∣∣∣
≤ 1 − γ1

γ2
∀x ∈ Ω.
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Therefore, we have

α ≡ γ1

γ2
≤ x∗Ãn,mx

x∗B̃n,mx
≤ 2 − γ1

γ2
≡ β ∀x ∈ Ω.

It implies that there are at most 2ms′ eigenvalues of B̃−1
n,mÃn,m outside the interval

[α, β].
In [28], Serra explicitly constructed Gm(θ) by using eigendecomposition of Fm(θ):

Fm(θ) = Q(θ)∗Λ(θ)Q(θ),

where Λ(θ) is a diagonal matrix containing the eigenvalues λj(Fm(θ)) (j = 1, . . . ,m)
of Fm(θ). Suppose λj(Fm(θ)) has a zero at θj of even order νj . Then Gm(θ) is
constructed in the following way:

Gm(θ) =

m∑
j=1

Q(θj)
∗Γ(θ)Q(θj),

where Γ(θ) is a diagonal matrix with

[Γ(θ)]kk =

{
(2 − 2 cos(θ))νj/2, k = j,
1 otherwise.

It is clear that each entry of Gm(θ) is a polynomial. The largest degree of the poly-
nomials in Gm(θ) depends on the orders of the zeros of the eigenvalues of Fm(θ). It
has been shown that Fm(θ) is spectrally equivalent to Gm(θ); see, for instance, [28].

Similarly, we show that the eigenvalues of C−1
n,mAn,m are uniformly bounded ex-

cept for a fixed number of outliers, where this fixed number depends on m.
Theorem 2.5. Let Fm(θ) be Hermitian positive definite. Suppose Fm(θ) is spec-

trally equivalent to Gm(θ) = [gu,v]1≤u,v≤m, where gu,v are trigonometric polynomials
and s is the largest degree of the polynomials in Gm(θ). There exist two positive num-
bers α and β (α < β) independent of n such that for all n > 2s′ (s′ = �s/2�), at most
ms′ eigenvalues of C̃−1

n,mÃn,m (or C−1
n,mAn,m) are outside the interval [α, β].

Proof. We note from (1.4) and (1.5) that

det[B−1
n,m(An,m −Bn,m) − λI] = det

(
−λI A−1

n/2,mA1,2
n,m

A−1
n/2,mA2,1

n,m −λI

)
= 0

and

det[C−1
n,m(An,m − Cn,m) − λI] = det(−λI) det(A−1

n/2,mA2,1
n,mA−1

n/2,mA1,2
n,m − λI) = 0.

Therefore, when the eigenvalues of B−1
n,mAn,m are equal to 1 − λ, the eigenvalues of

C−1
n,mAn,m are given by 1−λ2. Using Theorem 2.4, we can find two positive numbers

α = (γ1/γ2)
2 and β = 1 such that the result holds.

3. Recursive computation of B−1
n,m and C−1

n,m. In the previous section, we
have shown that both Bn,m and Cn,m are good preconditioners for An,m. However,
the inverses of Bn,m and Cn,m involve the inverse of An/2,m. The computational cost
is still expensive. In this section, we present a recursive method to construct the
preconditioners Bn,m and Cn,m efficiently.
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We remark that the inverse of a Toeplitz matrix can be reconstructed by a low
number of columns. Gohberg and Semencul [13] and Trench [32] showed that if the
(1, 1)st entry of the inverse of a Toeplitz matrix is nonzero, then the first and last
columns of the inverse of the Toeplitz matrix are sufficient for this purpose. A nice
matrix representation of the inverse, well known as the Gohberg–Semencul formula,
was presented. In [16], an inversion formula was exhibited which works for every
nonsingular Toeplitz matrix and uses the solutions of two equations (the so-called
fundamental equations), where the right-hand side of one of them is a shifted column
of the Toeplitz matrix. Later Ben-Artzi and Shalom [2], Labahn and Shalom [19], Ng,
Rost, and Wen [23], and Heinig [15] studied the representation when the (1,1)st entry
of the inverse of a Toeplitz matrix is zero. In [24], Ng, Sun, and Jin used the matrix
representation of the inverse of a Toeplitz matrix to construct effective preconditioners
for Toeplitz matrices.

For BT matrices, Gohberg and Heinig [14] also extended the Gohberg–Semencul
formula to handle this case. It was shown that if An,m is nonsingular, then the
following equations are solvable:

(3.1) An,mU (n) = E(n) and An,mV (n) = F (n)

with

U (n) =

⎛
⎜⎜⎜⎜⎝

U
(n)
1

U
(n)
2
...

U
(n)
n

⎞
⎟⎟⎟⎟⎠ , V (n) =

⎛
⎜⎜⎜⎜⎝

V
(n)
1

V
(n)
2
...

V
(n)
n

⎞
⎟⎟⎟⎟⎠ , E(n) =

⎛
⎜⎜⎜⎝

Im
0
...
0

⎞
⎟⎟⎟⎠ , F (n) =

⎛
⎜⎜⎜⎝

0
...
0
Im

⎞
⎟⎟⎟⎠ .

Here U
(n)
j and V

(n)
j are m-by-m matrices and Im is the identity matrix. Assuming

that U
(n)
1 and V

(n)
n are nonsingular, the inverse of An,m can be expressed as follows:

(3.2) A−1
n,m = Ψn,mWn,mΨ∗

n,m − Φn,mZn,mΦ∗
n,m,

where Ψn,m and Φn,m are mn-by-mn lower triangular BT matrices given, respectively,
by

Ψn,m =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

U
(n)
1 0 · · · 0 0

U
(n)
2 U

(n)
1 0 0

... U
(n)
2 U

(n)
1 0

...

U
(n)
n−1

. . .
. . . 0

U
(n)
n U

(n)
n−1 · · · U

(n)
2 U

(n)
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

and

Φn,m =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0 · · · 0 0

V
(n)
1 0 0 0
... V

(n)
1 0 0

...

V
(n)
n−2

. . .
. . . 0

V
(n)
n−1 V

(n)
n−2 · · · V

(n)
1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
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Moreover, Wn,m and Zn,m are block diagonal matrices:

Wn,m =

⎛
⎜⎜⎜⎜⎝

(U
(n)
1 )−1 0

(U
(n)
1 )−1

. . .

0 (U
(n)
1 )−1

⎞
⎟⎟⎟⎟⎠ ,

Zn,m =

⎛
⎜⎜⎜⎜⎝

(V
(n)
n )−1 0

(V
(n)
n )−1

. . .

0 (V
(n)
n )−1

⎞
⎟⎟⎟⎟⎠ .

For the preconditioners B−1
n,m and C−1

n,m, the inverse of An/2,m can be represented
by the formula in (3.2). This formula can be obtained by solving the following two
linear systems:

An/2,mU (n/2) = E(n/2) and An/2,mV (n/2) = F (n/2).

These two systems can be solved efficiently by using the PCG method with Bn/2,m

or Cn/2,m as preconditioners. The inverse of An/4,m involved in the preconditioners
Bn/2,m and Cn/2,m can be recursively generated by using (3.2) until the size of the
linear system is sufficiently small. The procedures of recursive computation of Bn,m

and Cn,m are described as follows:
Procedure Input(An,m, n) Output(U (n), V (n))

If k ≤ N , then
solve two linear systems

Ak,mU (k) = E(k) and Ak,mV (k) = F (k)

exactly by direct methods;
else

compute U (k/2) and V (k/2) by calling the procedure with the input matrix
Ak/2,m and the integer k/2; construct A−1

k/2,m by using the output U (k/2)

and V (k/2) via the formula in (3.2);
solve the two linear systems

Ak,mU (k) = E(k) and Ak,mV (k) = F (k)

by using the PCG method with Bk,m (or Ck,m) as the preconditioner.
We remark that if each block of the BT matrix An,m is Hermitian, then we only

need to solve one linear system An,mU (n) = E(n) in order to represent the inverse of
the BT matrix. In this case, the solution V (n) can be obtained by using U (n):

V (n) =

⎛
⎜⎜⎜⎜⎝

U
(n)
n

U
(n)
n−1
...

U
(n)
1

⎞
⎟⎟⎟⎟⎠ .D

ow
nl

oa
de

d 
03

/2
3/

14
 to

 1
47

.8
.3

1.
43

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

PRECONDITIONERS FOR BLOCK-TOEPLITZ SYSTEMS 1111

3.1. Computational cost. The main computational cost of the method comes
from the matrix-vector multiplications An,mX, B−1

n,mX (or C−1
n,mX) in each PCG

iteration, where X is an mn-by-m vector. We note that An,mX can be computed in
2m 2n-length fast Fourier transforms (FFTs) by first embedding An,m into a 2mn-
by-2mn block-circulant matrix and then carrying out the multiplication by using the
decomposition of the block-circulant matrix. Letting Sn,m be the circulant matrix
with an m-by-m matrix block element, one can find a permutation matrix Pn,m such
that

Sn,m = (Si,j)m×m = P ∗
n,mWn,mPn,m

is a circulant-block matrix, where Si,j is an n-by-n circulant matrix. Let Si,j(:, 1)
denote the first column of the matrix Si,j ; it is known that Si,j can be diagonalized
into an n log n length FFT, i.e., Si,j = F ∗Λi,jF , where F and F ∗ are the Fourier
transform matrix and the inverse Fourier transform matrix, respectively, and Λi,j =
diag(F · Si,j(:, 1)). Thus we obtain

Sn,m = (I ⊗ F ∗)

⎛
⎜⎜⎜⎝

Λ11 Λ11 · · · Λ1m

Λ21 Λ22 · · · Λ2m

...
...

...
...

Λm1 Λm2 · · · Λmm

⎞
⎟⎟⎟⎠ (I ⊗ F )

= (I ⊗ F ∗)P ∗DP (I ⊗ F ),

where D = diag(D1, D2, . . . , Dn) is a block diagonal matrix, and [Dk]ij = [Λij ]kk,
i.e., the (i, j)th entry of Dk is equal to the (k, k)th entry of Λij . Therefore, the
block-circulant matrix-vector multiplication can be obtained by

Sn,mX = P (I ⊗ F ∗)P ∗DP (I ⊗ F )P ∗X.

We note that it requires O(m2n log n) operations to compute the block diagonal ma-
trix D, and that the block diagonal matrix-vector multiplication requires O(m3n)
operations. Thus the overall multiplication requires O(m2n log n + m3n). For the
preconditioner Bn,m or Cn,m, we need to compute matrix-vector products A−1

n/2,mY ,

where Y is an mn/2-by-m vector. According to (3.2), the inverse of a BT matrix can
be written as the product of lower-triangular BT matrices. Therefore, the matrix-
vector multiplication A−1

n/2,mY can be computed by using FFTs by embedding such

lower-triangular BT matrices into block-circulant matrices. Such matrix-vector mul-
tiplication requires O(m2n log n + m3n) operations.

Now we estimate the total cost of recursive computation for solving two linear
systems

An,mU (n) = E(n) and An,mV (n) = F (n).

For simplicity, we assume n = 2�. Suppose the number of iterations required for
convergence in solving the two mnj-by-mnj linear systems

Anj ,mU (nj) = E(nj) and Anj ,mV (nj) = F (nj), where nj = 2ν−j+1,

is given by cj for j = 1, . . . , L. We note that the smallest size of the system is equal
to N = n/2ν−L. Therefore the total cost of the recursive computations of Bn,m (or

Cn,m) is about
∑L

j=1 cjfj , where fj denotes the cost of each PCG iteration where the
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size of the system is nj . Since the cost of an nj-length FFT is roughly twice the cost of
an njm/2-length FFT, and the cost of each PCG iteration is O(m2nj log nj +m3nj)
operations, hence the total cost of the recursive computation is roughly bounded by
O(maxj{cj(m2n log n + m3n)}).

Next, we compute the operations required for the circulant preconditioners. For
the block-circulant matrix Sn,m, the solution of Sn,mZ = B can be obtained by

Z = S−1
n,mB = P (I ⊗ F ∗)P ∗D−1P (I ⊗ F )P ∗B.

In order to compute the inverse of D, O(m2n log n + m3n) operations are required.
Moreover, the matrix-vector multiplication requires O(m3n) operations, and thus
S−1
n,mB can be computed in O(m2n log n + m3n) operations, which is the same com-

plexity of our proposed method. In the next section, we show that our proposed
method is competitive with circulant preconditioners.

4. Numerical results. In this section, we test our proposed method. The initial
guess is the zero vector. The stopping criterion is

‖rq‖2/‖r0‖2 ≤ 1 × 10−7,

where rq is the residual vector at the qth iteration of the PCG method. We use
MATLAB 6.1 to conduct the numerical tests. We remark that our preconditioners
are constructed recursively. For instance, when we solve A256,mU (256) = E(256), the
preconditioners are constructed by solving A128,mU (128) = E(128) and A64,mU (64) =
E(64) using the PCG method with the stopping criterion being equal to 10−7 and
using the direct solver for A32,mU (32) = E(32). In all of the tests, the coarsest level is
set to be n = 32.

In the first test, we consider the following example of a generating function [28]:(
20 sin2(θ/2) |θ|5/2

|θ|5/2 20 sin2(θ/2)

)
.

Table 4.1 shows the corresponding numbers of iterations required for the conver-
gence using our proposed preconditioners B and C. As a comparison, the number
of iterations from using the preconditioner M studied in [28] is also listed. Our pro-
posed preconditioners are competitive with the preconditioner studied in [28]. We
also remark that the construction of our proposed preconditioners does not require
the knowledge of the underlying matrix generating function of BT matrices.

Table 4.1

Number of iterations required for convergence.

n B C M
128 9 4 10
256 9 5 10
512 10 5 10

In the second test, we consider the following four examples.
Example 1.

F3(θ) =

⎛
⎝ 2θ4 + 1 |θ|3 θ4

|θ|3 3θ4 + 1 |θ|
θ4 |θ| 2θ4 + 1

⎞
⎠ .
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Table 4.2

Number of iterations required for convergence in Example 1.

n I B C S T K4 K6 K8

64 111 13 6 13 12 12 12 12
128 124 12 6 13 12 12 13 13
256 133 9 4 13 12 13 13 13
512 135 8 4 13 13 12 13 12
1024 138 5 2 13 13 13 13 13
2048 139 2 1 13 13 13 13 13
4096 140 2 1 13 13 13 13 13

Table 4.3

Number of iterations required for convergence in Example 2.

n I B C S T K4 K6 K8

64 114 12 6 11 11 11 12 12
128 172 12 6 12 12 11 12 12
256 256 12 6 12 13 11 12 13
512 371 13 6 12 13 12 13 13
1024 526 13 6 12 14 12 13 14
2048 740 13 6 12 15 12 13 14
4096 > 1000 13 7 12 15 12 12 14

Table 4.4

Number of iterations required for convergence in Example 3.

n I B C S T K4 K6 K8

64 165 9 4 10 23 13 14 16
128 354 9 5 10 30 12 13 15
256 742 10 5 11 40 12 12 13
512 > 1000 10 5 11 54 12 12 13
1024 > 1000 10 5 11 > 1000 12 12 13
2048 > 1000 10 5 11 > 1000 12 12 13
4096 > 1000 10 6 11 > 1000 13 13 15

Example 2.

F3(θ) =

⎛
⎝ θ4 + 1 |θ|3 |θ|

|θ|3 2θ4 + 1 θ2

|θ| θ2 5|θ|

⎞
⎠ .

Example 3.

F2(θ) =

(
8θ2 (sin θ)4

(sin θ)4 8θ2

)
.

Example 4.

F3(θ) =

⎛
⎝ |θ| (sin θ)4 0

(sin θ)4 θ2 (sin θ)8

0 (sin θ)8 θ4

⎞
⎠ .

These generating functions are Hermitian matrix-valued functions. Also the gen-
erated BT matrices are positive definite. In Example 1, the generated BT matrices
are well-conditioned. For Examples 2–4, the generating functions are singular at some
points and therefore the corresponding BT matrices are ill-conditioned.
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Table 4.5

Number of iterations required for convergence in Example 4.

n I B C S T K4 K6 K8

64 585 19 9 46 > 1000 22 > 1000 27
128 > 1000 20 10 > 1000 > 1000 > 1000 > 1000 > 1000
256 > 1000 24 11 > 1000 > 1000 > 1000 > 1000 > 1000
512 > 1000 30 13 > 1000 > 1000 > 1000 > 1000 > 1000
1024 > 1000 36 16 > 1000 > 1000 > 1000 > 1000 > 1000
2048 > 1000 39 25 > 1000 > 1000 > 1000 > 1000 > 1000
4096 > 1000 43 23 > 1000 > 1000 > 1000 > 1000 > 1000

In Tables 4.2–4.5, we give the number of iterations required for convergence by
using Bn,m and Cn,m as the preconditioners. Here we set the maximum number of
iterations to be 1000. If the method does not converge within 1000 iterations, we
specify “> 1000” in the tables. According to Tables 4.2–4.5, we see that the number
of iterations for the nonpreconditioned systems (the column “I”) increases when the
size n increases. However, the number of iterations for the preconditioned systems
(the columns “B” and “C”) decreases or almost remains constant when the size n
increases in Examples 1–3. The performance of Schur complement preconditioner C
is generally better than that of block diagonal preconditioner B. We also compare
our preconditioners with block-circulant preconditioners; the columns “S” and “T”
are the number of iterations required for the Strang and the T. Chan block-circulant
preconditioners, respectively. We note that the Strang block-circulant preconditioner
may not be positive definite for the ill-conditioned matrix. Indeed, there are sev-
eral negative eigenvalues of the Strang block-circulant preconditioners in Examples
3 and 4. Even when the Strang circulant preconditioned system converges, the so-
lution may not be correct. We also see from Tables 4.4 and 4.5 that the T. Chan
block-circulant preconditioner does not work.

Chan, Ng, and Yip [8, 9] have constructed “best” circulant preconditioners by
approximating the generating function with the convolution product that matches the
zeros of the generating function. They showed that these circulant preconditioners
are effective for ill-conditioned Toeplitz matrices. Here we also construct such “best”
block-circulant preconditioners (in the column “Ki” and i refers to the order of the
kernel that we used) and test their performance. We note from Tables 4.2–4.5 that
our proposed preconditioners perform quite well. For Example 4, the method with
“best” block-circulant preconditioners does not converge within 1000 iterations.

We remark that for the ill-conditioned systems, a small residual does not neces-
sarily imply an accurate solution. For instance, the systems in Example 4 are very
ill-conditioned. We check the accuracy of the solution1 computed by using the pro-
posed preconditioners and find that the relative errors increase from 10−11 (n = 64)
to 10−4 (n = 4096). However, we reiterate that even the other preconditioners do not
work.

Also we report the computational times required for convergence in Examples
1–4 in Tables 4.6–4.9, respectively. If the number of iterations is more than 1000, we
specify “∗∗” in the tables. We see that the computational times required by the block
diagonal preconditioner and the Schur complement preconditioner are less than those
of the block-circulant preconditioners, especially when n is large. We also note from
the tables that the performance of the Schur complement preconditioner is better

1We set the known solution and compute the corresponding right-hand side for the computation.
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Table 4.6

Computational times required for convergence in Example 1.

n I B C S T K4 K6 K8

64 0.51 0.28 0.38 0.21 0.20 0.20 0.20 0.20
128 0.70 0.50 0.38 0.28 0.26 0.26 0.28 0.28
256 1.13 0.78 0.49 0.59 0.54 0.59 0.59 0.59
512 2.15 1.31 0.99 1.21 1.21 1.11 1.21 1.11
1024 4.72 2.19 0.99 3.05 3.05 3.05 3.05 3.05
2048 11.63 4.79 1.18 10.94 10.94 10.94 10.94 10.94
4096 29.04 5.23 3.21 27.37 27.37 27.37 27.37 27.37

Table 4.7

Computational times required for convergence in Example 2.

n I B C S T K4 K6 K8

64 0.52 0.26 0.21 0.18 0.18 0.18 0.20 0.20
128 0.97 0.50 0.38 0.26 0.26 0.24 0.26 0.26
256 2.18 1.04 0.73 0.54 0.59 0.50 0.54 0.60
512 5.92 2.13 1.49 1.11 1.21 1.11 1.20 1.21
1024 17.98 5.70 2.94 2.82 3.29 2.82 3.05 3.29
2048 61.94 11.64 7.08 10.10 12.63 10.10 10.94 11.78
4096 ** 34.02 22.50 25.27 31.58 25.27 25.27 29.48

Table 4.8

Computational times required for convergence in Example 3.

n I B C S T K4 K6 K8

64 0.75 0.20 0.14 0.16 0.38 0.21 0.23 0.26
128 1.99 0.38 0.32 0.22 0.65 0.26 0.28 0.33
256 6.04 0.87 0.61 0.50 1.81 0.54 0.54 0.59
512 ** 1.64 1.24 1.02 5.01 1.11 1.11 1.21
1024 ** 4.39 2.45 2.58 ** 2.82 2.82 3.05
2048 ** 8.95 5.90 9.25 ** 10.10 10.10 10.94
4096 ** 26.17 19.29 23.16 ** 27.37 27.37 31.58

Table 4.9

Computational times required for convergence in Example 4.

n I B C S T K4 K6 K8

64 2.67 0.41 0.31 0.75 ** 0.36 ** 0.44
128 ** 0.83 0.64 ** ** ** ** **
256 ** 2.08 1.34 ** ** ** ** **
512 ** 4.92 3.22 ** ** ** ** **
1024 ** 15.79 7.83 ** ** ** ** **
2048 ** 34.91 29.50 ** ** ** ** **
4096 ** 112.53 73.93 ** ** ** ** **

than that of the block diagonal preconditioner.
To illustrate the fast convergence of the proposed method, in Table 4.10, we

calculate the number of eigenvalues within the small interval for n = 128 in Examples
1–4. We find that the spectra of the preconditioned matrices C−1

n,mAn,m and B−1
n,mAn,m

are closer to 1 than those of circulant preconditioners and no preconditioner.
Finally, we report that the numbers of iterations are about the same even when

the stopping criteria τ of the PCG method at each level in the recursive calculation
of the proposed preconditioners is 1× 10−3, 1× 10−4, and 1× 10−7 for the proposed
preconditioners.

Next, we consider an application of our algorithm to BT systems arising from
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Table 4.10

The percentages of the number of eigenvalues within the interval of [0.99, 1.01] for n = 128.

I B C S T K4 K6 K8

Example 1 2.60% 94.27% 98.44% 77.34% 30.99% 93.23% 87.76% 77.08%
Example 2 4.43% 94.79% 98.44% 84.90% 46.62% 94.27% 94.01% 85.16%
Example 3 0.00% 95.31% 99.22% 89.84% 56.64% 84.38% 81.64% 78.91%
Example 4 0.52% 93.23% 98.18% 81.77% 51.30% 79.95% 73.44% 70.05%

multichannel least squares filtering. Another application to queueing networks can be
found in the full report at ftp://ftp.math.hkbu.edu.hk/pub/techreport/math431.pdf.

Application I: Multichannel least squares filtering is a data processing method
that makes use of the signals from each of the m channels. We represent this mul-
tichannel data by xt, where xt is a column vector whose elements are the signals
from each channel. Since we are interested in digital processing methods, we sup-
pose that the signals are sampled at discrete, equally spaced time points which are
represented by the time index t. Without loss of generality, we require that t take
on successive integer values. If we let xit represents the signal coming from the ith

channel (i = 1, 2, . . . ,m), the multichannel signal can be written as xt =

⎛
⎜⎜⎜⎝

x1,t

x2,t

...
xm,t

⎞
⎟⎟⎟⎠.

The filter is represented by the coefficients S1, S2, . . . , Sn, where each coefficient Sk

(k = 1, 2, . . . , n) is an n-by-m matrix. The multichannel signal xt received by the
array system represents the input to the filter and the resulting output of the filter

is a multichannel signal, which we denote by the column vector yt =

⎛
⎜⎜⎜⎝

y1,t

y2,t

...
ym,t

⎞
⎟⎟⎟⎠.

The relationship between input xt and output yt is given by the convolution formula
yt = S1xt + S2xt−1 + · · · + Snxt−n+1. The determination of the filter coefficients is

based on the concept of a desired output denoted by a column vector zt =

⎛
⎜⎜⎜⎝

z1,t

z2,t

...
zm,t

⎞
⎟⎟⎟⎠.

On each channel (i = 1, 2, . . . ,m), there will be an error between the desired output zt
and the actual output yt. The mean square value of this error is given by E [(zt−yt)

2].
The sum of the mean square errors for all the channels is

∑m
i=1 E [(zt − yt)

2]. The
least squares determination of the filter coefficients requires that this sum be mini-
mum. This minimization leads to a set of linear equations

(4.1)

⎛
⎜⎜⎜⎝

R0 R1 · · · Rn−1

R1 R0 · · · Rn−2

...
...

. . .
...

Rn−1 Rn−2 · · · R0

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

S1

S2

...
Sn

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

G1

G2

...
Gn

⎞
⎟⎟⎟⎠ ,

where

Rj = E [xtx
∗
t−j ] and Gj = E [ztx

∗
t−j+1].
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Here Rj is an m-by-m matrix and is the autocorrelation coefficients of the input signal
xt, and Gj is an n-by-m matrix and is the cross-correlation coefficients between the
desired output zt and the input signal xt.

.

.

.

x

x

x

x1

2

128

x

.   .   .   .

.   .   .   .

.   .   .   .

.

x 256

130

129 x

x

x

257

258

384

.

.

.

.

.

Fig. 4.1. Color image and data vectors.

In the test, a 128-by-128 color image is used to generate the data points. We
consider the pixel value of the color image to be xt (t = 1, 2, . . . , 1282); see Figure 4.1.
We remark that color can be regarded as a set of three images in their primary color
components: red, green, and blue. In the least squares filtering, there are three
channels, i.e., m = 3. Our task is to generate the multichannel least squares filters
such that the sum of the mean square errors for all the channels

m∑
i=1

E{xt+1 − [S1xt + S2xt−1 + · · · + Snxt−n+1]
2}

is minimum. Such least squares filters have been commonly used in color image
processing for coding and enhancement [20]. Table 4.11 shows the number of iterations
required for convergence. Table 4.12 shows the number of iterations required for
convergence when more synthetic multichannel data sets are generated to test. The
stopping criteria are the same as those for Tables 4.2–4.5. Notice that the generating
function of the BT matrices are unknown in this case. However, the construction of
the proposed preconditioners only requires the entries of An,m and does not require
the explicit knowledge of the generating function Fm(θ) of An,m. We find that the
generated BT matrices are very ill-conditioned. Therefore, the number of iterations
required for convergence without preconditioning is very large, but the performance
of the preconditioners Bn,m and Cn,m is very good. We also check the accuracy of the
solution2 computed by using the proposed preconditioners and find that the relative
errors are about 10−9. These results show that our proposed preconditioner performs
quite well.

We also generate more synthetic multichannel data sets to test the performance of
our proposed method for larger m. Table 4.12 shows the number of iterations required
for convergence. The stopping criteria are the same as those for Tables 4.2–4.5. The
results show that our proposed preconditioner performs quite well.

2We set the known solution and compute the corresponding right-hand side for the computation.
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Table 4.11

Number of iterations required for convergence.

n m I B C S T K4 K6 K8

16 3 166 18 9 168 22 36 39 50
32 3 725 26 13 >1000 21 32 36 43
64 3 725 26 13 >1000 15 29 31 37
128 3 >1000 60 30 >1000 42 >1000 >1000 >1000
256 3 >1000 85 40 > 1000 > 1000 >1000 >1000 >1000
512 3 > 1000 95 44 > 1000 > 1000 >1000 >1000 >1000
1024 3 > 1000 101 51 > 1000 > 1000 >1000 >1000 >1000

Table 4.12

Number of iterations required for convergence.

n m I B C S T K4 K6 K8

16 6 473 26 13 503 23 45 52 66
32 6 958 30 15 > 1000 28 42 43 56
64 6 > 1000 39 18 > 1000 28 39 41 50
128 6 > 1000 50 25 > 1000 44 > 1000 > 1000 > 1000
16 9 731 38 18 945 31 58 62 81
32 9 > 1000 42 21 > 1000 35 55 58 72
64 9 > 1000 53 25 > 1000 35 59 65 75
128 9 > 1000 70 35 > 1000 68 > 1000 > 1000 > 1000
16 12 989 44 22 > 1000 36 65 71 94
32 12 > 1000 50 25 > 1000 40 63 66 87
64 12 > 1000 64 31 > 1000 42 75 81 > 1000
128 12 > 1000 103 47 > 1000 > 1000 > 1000 > 1000 > 1000

5. Concluding remarks. In this paper, we proposed block diagonal and Schur
complement preconditioners for BT matrices. We have proved that for some BT co-
efficient matrices, the spectra of the preconditioned matrices are uniformly bounded
except for a fixed number of outliers, where the number of outliers depends on m.
Therefore the conjugate gradient method will converge very quickly when applied to
solving the preconditioned systems, especially when m is small. Our experimental re-
sults show that the Schur-complement preconditioner is always better than the block
diagonal preconditioner. Applications to BT systems arising from least squares filter-
ing problems and queueing networks were discussed. The method can also be applied
to solve other nonsymmetric problems that arise in other queueing systems [11].

Acknowledgments. The authors are very much indebted to Prof. Per Christian
Hansen and the referees for their valuable comments and suggestions which greatly
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häuser Verlag, Basel, 1984.

[17] T. Huckle, Circulant and skewcirculant matrices for solving Toeplitz matrix problems, SIAM
J. Matrix Anal. Appl., 13 (1992), pp. 767–777.

[18] X. Jin, Band Toeplitz preconditioners for block Toeplitz systems, J. Comput. Appl. Math., 70
(1996), pp. 225–230.

[19] G. Labahn and T. Shalom, Inversion of Toeplitz matrices with only two standard equations,
Linear Algebra Appl., 175 (1992), pp. 143–158.

[20] J. Lim, Two-Dimensional Signal and Image Processing, Prentice-Hall, Englewood Cliffs, NJ,
1990.

[21] M. Miranda and P. Tilli, Asymptotic spectra of Hermitian block Toeplitz matrices and pre-
conditioning results, SIAM J. Matrix Anal. Appl., 21 (2000), pp. 867–881.

[22] M.K. Ng, Band preconditioners for block-Toeplitz–Toeplitz-block systems, Linear Algebra
Appl., 259 (1997), pp. 307–327.

[23] M.K. Ng, K. Rost, and Y.-W. Wen, On inversion of Toeplitz matrices, Linear Algebra Appl.,
348 (2002), pp. 145–151.

[24] M.K. Ng, H. Sun, and X. Jin, Recursive-based PCG methods for Toeplitz systems with non-
negative generating functions, SIAM J. Sci. Comput., 24 (2003), pp. 1507–1529.

[25] D. Potts and G. Steidl, Preconditioners for ill-conditioned Toeplitz systems constructed from
positive kernels, SIAM J. Sci. Comput., 22 (2000), pp. 1741–1761.

[26] M. Priestley, Spectral Analysis and Time Series, Vol. 1, Academic Press, London–New York,
1981.

[27] S. Serra, Preconditioning strategies for asymptotically ill-conditioned block Toeplitz systems,
BIT, 34 (1994), pp. 579–594.

[28] S. Serra, Spectral and computational analysis of block Toeplitz matrices having nonnegative
definite matrix-valued generating functions, BIT, 39 (1999), pp. 152–175.

[29] S. Serra, Asymptotic results on the spectra of block Toeplitz preconditioned matrices, SIAM
J. Matrix Anal. Appl., 20 (1998), pp. 31–44.

[30] G. Strang, A proposal for Toeplitz matrix calculations, Stud. Appl. Math., 74 (1986), pp.
171–176.

[31] H.-W. Sun, X. Jin, and Q. Chang, Convergence of the multigrid method for ill-conditioned
block Toeplitz systems, BIT, 41 (2001), pp. 179–190.

[32] W. Trench, An algorithm for the inversion of finite Toeplitz matrices, J. Soc. Indust. Appl.
Math., 12 (1964), pp. 515–522.

[33] E. Tyrtyshnikov, Optimal and superoptimal circulant preconditioners, SIAM J. Matrix Anal.
Appl., 13 (1992), pp. 459–473.

D
ow

nl
oa

de
d 

03
/2

3/
14

 to
 1

47
.8

.3
1.

43
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p


